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“The roots of education are bitter, but the fruit is sweet.”

Aristotle
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Abstract
Department of Medical Physics

Split-filter dual-energy CT: investigation of tumor visibility, spectral

separation, and dose allocation

Lianna D. DiMaso-Myers

Split-filter dual-energy computed tomography (DECT) has recently been implemented for

clinical use as an added feature to the Siemens SOMATOM Definition Edge CT scanner.

This split-filter technique is referred to as TwinBeam (Siemens Healthcare, Forchheim,

Germany). TwinBeam is a novel modality performed with an x-ray source operated at

120 kVp and a removable split-filter made of adjacent 0.05 mm of gold and 0.6 mm of tin.

This dissertation explores the use of TwinBeam for imaging pancreas and liver tumors

for radiation therapy applications. This dissertation also compares the new split-filter

system to other DECT modalities based on spectral separation and dose allocation.

Accurate tumor delineation is crucial for stereotactic body radiation therapy. Unfor-

tunately, tumor delineation using conventional single-energy CT (SECT) images can be

a challenge for pancreatic adenocarcinomas and liver tumors where contrast between the

tumor and surrounding healthy tissue is low. The first part of this work investigates the

utility of TwinBeam to improve pancreas and liver tumor visibility as quantified by con-

trast and contrast-to-noise-ratio (CNR) for radiation therapy applications. The visibility

of pancreatic adenocarcinomas was found to substantially increase with TwinBeam vir-

tual monoenergetic images (VMIs), while the increase in visibility of liver tumors was not

universal but was observed for certain patients. The investigation of other dual-energy

images, including relative electron density and effective atomic number images, were also

explored for tumor delineation. The difference between tumor and healthy tissue based

on these images varied by tumor location but still provided additional information to

complement VMIs and aid in tumor delineation.

The accuracy of TwinBeam iodine-enhanced images was investigated and used to

quantify the iodine concentration within pancreas and liver tumors and surrounding

healthy tissue during bi-phasic imaging for radiation therapy simulation. The accuracy

was found to be dependent on patient size; therefore, a methodology to determine the io-

dine concentration within 3D contours from patient datasets was established. First order
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texture analysis was also performed using TwinBeam VMIs and analyzed as a function of

reconstruction energy. Mean CT number and standard deviation increased with decreas-

ing energy for virtual monoenergetic images (VMIs), while skewness and kurtosis were

seen to be stable and did not change as a function of reconstructed energy.

A subjective contouring study with split-filter DECT images was performed to inves-

tigate the current implementation of TwinBeam for delineating pancreas and liver tumors

for radiation therapy applications. Three contouring sessions were conducted several days

apart. Four clinicians were asked to contour the pancreas or liver gross target volume

(GTV) on one of three different TwinBeam DECT images (VMI, iodine-enhanced, or

virtual SECT image). Tumor conspicuity, tumor edge sharpness, contouring confidence,

and image quality were also scored on a five-point scale. The GTVs were compared using

Jaccard coefficient (JC), Dice similarity coefficient (DSC), Hausdorff distance (HD), and

overall volume. Tumor edge sharpness score negatively correlated with HD for both the

pancreas and liver cases. The intra-clinician and inter-clinician variability were analyzed

across the different image types. For some pancreas and liver cases, the TwinBeam VMIs

decreased the variability of the GTVs compared to the virtual SECT image.

Monte Carlo models of split-filter DECT with peak tube voltages of 120 kVp and

140 kVp were developed based on measurement of half value layer and beam profile from

the Siemens SOMATOM Definition Edge scanner. These two models were used to char-

acterize split-filter DECT based on spectral separation and dose allocation and to inves-

tigate the potential benefits of increased tube voltage. Overall, the spectral separation

increased with peak tube voltage, and dose allocation was unchanged with increased tube

voltage for larger phantom sizes. The impact of the spectral differences caused by the

split-filter on CT dosimetry was also investigated; the energy dependence across the beam

was found to vary with ionization chambers used for CT dosimetry.
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Chapter 1

Introduction and outline

1.1 Overview

Computed tomography (CT) is the most common imaging modality which uses a narrow

beam of x-rays to create a detailed image of internal organs, bones, soft tissue, and blood

vessels of a patient. The first single-energy CT (SECT) scanner was introduced in the

early 1970’s by Godfrey Hounsfield and Allan Cormack, whom later received a Nobel

Prize for their discovery [5]. Though CT imaging technology has made great advances,

materials with different elemental compositions can still be difficult to differentiate, as

they are often represented by the same or very similar, CT numbers. For example,

calcified plaques, bone, and iodine-containing tissue may appear identical on a SECT

image. The measured CT number for a given image voxel is determined based on the

linear attenuation coefficient, µ(E) which is not specific to the given material but rather

a function of the material’s composition, material’s density, and the energy of the x-rays
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interacting with the material [6].

Unlike SECT, dual-energy CT (DECT) acquires images with two x-ray spectra; there-

fore, two linear attenuation coefficients of the same anatomical location are obtained. The

intrinsic energy dependence of a material’s attenuation coefficients allows DECT to uti-

lize material decomposition to generate material-specific images, virtual monoenergetic

images (VMIs), and effective atomic number and electron density maps. Therefore, ma-

terials that were hard to differentiate in SECT can now be easily identified. The use of

DECT images has been shown to aid in tumor segmentation and tissue characterization

in the abdomen [7–11], to assess tumor response after radiotherapy [12, 13], and to aid

in functional tissue segmentation [7, 14–19].

Despite the availability of several commercial DECT techniques and the many ap-

plications of their resulting images, DECT has not gained widespread use within the

radiation oncology community. Prior to radiation therapy treatment planning, CT im-

ages are acquired and used to identify the tumor location and differentiate tumor from

healthy tissue. SECT is an integral component to the radiation therapy workflow, as den-

sity information derived from CT images is needed for many dose calculation algorithms.

However, SECT is not an optimal imaging modality for soft tissue contrast. Poor soft-

tissue contrast can lead to inaccuracies in tumor and organ-at-risk (OAR) segmentation

resulting in greater uncertainties in the radiation therapy process [20–22].

Abdominal cancers, specifically in the liver and pancreas, suffer from poor soft-tissue

contrast. Radiation therapy is a localized treatment option for the majority of pancreatic

and liver cancer patients; therefore, confident and accurate tumor delineation is vital to
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successful treatment [23, 24]. Fortunately, DECT has shown to aid in the delineation

and visualization of abdominal tumors. An increase in conspicuity of iodine in low-

energy VMIs and iodine-material decomposition images can aid in the detection and

characterization of abdominal tumors [25–27]. The increase in visualization of these

tumors, in conjunction with advanced treatment techniques, may lead to the applicability

of dose-escalated radiation therapy, which has shown to provide long-term patient survival

[23, 24, 28–33].

While many DECT modalities require extensive hardware upgrades, such as a second

x-ray source or unique detectors, split-filter DECT is a more cost-effective technique which

has the potential to increase the accessibility of DECT in radiation therapy. Split-filter

DECT is a single-source DECT modality which is currently only manufactured with a

120 kVp initial x-ray spectrum and a split filter made of gold and tin and is referred to as

TwinBeam (Siemens Healthineers, Forchheim, Germany). Although split-filter DECT is

known to have inferior spectral separation compared to other DECT modalities [34, 35],

the nearly simultaneous acquisition of the low- and high-energy data gives TwinBeam

the capability to image dynamic contrast, making this modality a candidate for imaging

pancreatic and liver cancer. Dynamic contrast imaging uses an iodine contrast agent to

enhance the tumor with respect to the surrounding soft tissue, and multiple phases are

typically imaged for pancreas and liver tumors.

As mentioned, radiation therapy is a localized treatment option for the majority of

pancreatic and liver cancer patients. However, confident and accurate tumor delineation

is a challenge with conventional SECT [36–40]. Therefore, this work characterizes the
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individual spectra of the TwinBeam system and investigates the ability of TwinBeam

DECT images to improve visualization of pancreas and liver tumors for radiation therapy

applications.

Since, TwinBeam is a novel DECT modality the split beam has not been well char-

acterized in the literature. Characterization of the spectra and x-ray fluence is necessary

to optimize the beam configuration, filter construction, and determine optimal scanning

parameters. Furthermore, understanding the effects of the split beam on ionization cham-

ber response is required for accurate dosimetry. Therefore, an equivalent source model

of the TwinBeam system was created to characterize split-filter DECT by quantifying

the spectral separation, effective energies, and dose allocation. The dosimetric impact of

these parameters on CT ionization chamber response was determined and an additional

source model was created at a peak tube voltage of 140 kVp to investigate the potential

benefits of increased tube voltage.

1.2 Aims of this work

The current implementation of split-filter DECT with TwinBeam is hypothesized to in-

crease the visualization of certain anatomical sites, such as pancreas and liver tumors.

Several quantitative imaging studies and subjective contouring studies with TwinBeam

DECT images were performed to investigate the current implementation of TwinBeam

for delineating pancreas and liver tumors for radiation therapy applications.

TwinBeam is a novel split-filter DECT modality; therefore, the spectral separation,

effective energy, and dose allocation of the low- and high-energy beams are not well
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characterized. Two Monte Carlo (MC) models of split-filter DECT were created to char-

acterize the modality with different peak tube voltages. The models were benchmarked

against dosimetric measurements, and results were compared to other DECT techniques.

The goal of this thesis work was to explore split-filter DECT as a function of peak

tube voltage and characterize it based on spectral separation, effective energy, and dose

allocation as well as determine if TwinBeam split-filter DECT can increase the visibility

and delineation accuracy of pancreas and liver tumors over conventional SECT for radi-

ation therapy applications. To achieve this goal, three aims were developed and pursued:

(1) characterize the low- and high-energy beams from split-filter DECT by quantifying

the spectral separation, effective energy, and dose allocation using validated MC mod-

els (2) quantify and compare image metrics from TwinBeam DECT and virtual SECT

images to assess visibility of pancreas and liver tumors, and (3) analyze the clinician

agreement of pancreas and liver GTVs to determine the reproducibility and accuracy of

tumor delineation from TwinBeam DECT and virtual SECT images. It is believed that

the information gained from this work will increase the understanding of how DECT

can be utilized in radiation therapy for pancreas and liver tumors, as well as enhance

split-filter DECT acquisition.

1.3 Description of upcoming chapters

The following chapters are organized in such a way to best present the clinical implemen-

tation of split-filter DECT.
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Chapter 2 provides a brief background on the characterization of DECT, the different

single-source and dual-source techniques, the types of DECT images, and their appli-

cations in medicine. This chapter also introduces pancreas and liver tumors and the

research that has already been done to improve their conspicuity.

Chapter 3 characterizes split-filter DECT by creating an equivalent MC model to

investigate the spectral separation, effective energy, and dose allocation of the modality

and to determine the impact peak tube voltage has on the overall system. The impact of

these parameters on ion chamber response was calculated.

Chapters 4-7 outline the methods, results, and conclusions of several imaging studies

investigating the visibility of pancreas and liver tumors using TwinBeam DECT images.

Chapter 4 investigates the visibility of pancreas tumors using TwinBeam DECT im-

ages through the quantification of GTV contrast and contrast-to-noise ratio (CNR). The

entirety of this chapter has been peer reviewed and published in the Journal of Applied

Clinical Medical Physics.

Chapter 5 investigates the ability of TwinBeam DECT images to visualize liver tumors

through GTV contrast and CNR. This chapter explains the different enhancement prop-

erties of liver tumors and the impact of these properties on quantitative image metrics.

The entirety of this chapter has also been peer reviewed and published in the Journal of

Applied Clinical Medical Physics.

Chapter 6 describes the methodology used to quantify iodine concentration from Twin-

Beam iodine-enhanced images, which was used to further quantify the iodine uptake of



www.manaraa.com

7

pancreas and liver tumors and healthy tissue to assist with tumor delineation. This chap-

ter also performs CT texture analysis on TwinBeam DECT images to quantify differences

between tumor and healthy tissue and determine trends as a function of VMI energy.

Chapter 7 provides an investigation of TwinBeam effective atomic number and relative

electron density images to visualize pancreas and liver tumors. The effective atomic

number and relative electron density images are reconstructed from the same raw patient

data used in Chapters 3-7.

Chapter 8 provides the outline and results of two contouring studies investigating the

inter- and intra-clinician agreement of pancreas and liver tumor contours using TwinBeam

DECT images. A qualitative assessment on the image quality and confidence in tumor

delineation is also performed.

Chapter 9 summarizes the results of this work and states the final conclusions of this

investigation. Potential future directions of split-filter DECT within the field of radiation

oncology are discussed.
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Chapter 2

Background

2.1 Dual-energy computed tomography

DECT originated during the 1970s and utilizes low- and high-energy photon spectra to

image the same anatomical location [41]. Though the idea of DECT has been around

since the 1970s, it has not been until recently that advances in scanner technology have

allowed for the clinical use of DECT [26]. DECT has significant advantages over con-

ventional SECT, specifically when imaging the abdomen because DECT allows for the

differentiation of tissues with similar density but different elemental compositions [34].

Some DECT applications in the abdomen include depicting small liver lesions, differen-

tiating renal cysts from tumors, and improving the depiction of pancreas tumors [22].

DECT imaging can be achieved with either a dual-source or single-source scanner. Dual-

source DECT utilizes two x-ray sources and two separate detector arrays placed roughly
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90◦ apart on the same bore. Siemens SOMATOM Definition (Siemens, Forchheim, Ger-

many) is a dual-source scanner where the low-energy data is obtained at 80 kVp or 100

kVp and the high-energy data is obtained at 120 kVp or 140 kVp with the option of

added filtration to improve spectral separation. An advantage of dual-source imaging is

the ability to adjust kVp, imaging dose, and filtration independently on the two sources.

Additionally, the short time separation between the acquisition of the low- and high-

energy data is beneficial for dynamic contrast imaging. Since the acquisition of low- and

high-energy data for the same anatomical location are only separated by a quarter rota-

tion, this DECT technique has high temporal coherence. One disadvantage to dual-source

DECT is the limited field of view of 35 cm restricting the ability to evaluate and calculate

dose on the entire anatomy for large patients.

There are several single-source DECT modalities on the market today. Single-source

fast kVp-switching DECT utilizes a single x-ray source that rapidly switches between

a low- and high-energy spectra. GE’s fast kVp-switching technique (GE Healthcare,

Milwaukee, Wisconsin) uses a single detector layer to acquire both the low- and high-

energy data. The x-ray source rapidly switches between 80 kVp and 140 kVp within

0.5 msec time intervals. The exposure time ratio of the low- and high-energy is 65% and

35% respectively to account for the higher tube output of the 140 kVp [26]. Like dual-

source DECT, fast kVp-switching allows for high temporal coherence, as the low- and

high-energy data are only separate by 0.5 ms. One disadvantage to fast kVp-switching

DECT is that the low- and high-energy tube potentials are fixed and the addition of

filtration to further increase the spectral separation is not available.
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Single-source sequential scan DECT is performed with a low-energy scan followed by a

high-energy scan. Siemens’ specific sequential scan technique is called Dual Spiral and is

achievable on several Siemens’ CT models, including the SOMATOM Definition Edge CT

scanner (Siemens, Forchheim, Germany). This modality is most similar to dual-source

DECT as the peak tube voltages, current, and filtration can be individually changed.

Unfortunately, due to the low temporal coherence between the low- and high-energy

scans, large motion artifacts are associated with the resulting DECT images.

Another single-source DECT modality is achieved with a dual layer detector. Philips

Brilliance CT (Philips Healthcare, Andover, Massachusetts) uses a 120 kVp x-ray spec-

trum and has a modified detector array with two layers of scintillators. The top layer

captures the low-energy data while the bottom layer captures the high-energy data. This

technique is beneficial for simultaneous acquisition of the low- and high-energy spectra.

However, Dual-layer DECT has low spectral separation compared to dual source because

the sensitivity profiles of the scintillator materials between the two layers are considerably

overlapped [42]. Schematics of these four dual-energy techniques are illustrated in Figure

2.1.

2.1.1 Split-filter DECT

Split-filter DECT is another single source DECT modality that creates the low- and

high-energy photon spectra using a filter made of two adjacent material compositions of

different thicknesses. This concept was first introduced in 1981 by Brian Rutt and Aaron

Fenster [43]. A diagram of the split-filter DECT technique is depicted by the two colors
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(a) (b)

(c) (d)

Figure 2.1: Schematic of dual-source (a), fast kVp-switching (b), sequential scan (c),
and dual-layer (d) DECT. The purple and green regions represent the acquisition of
the low- and high-energy spectra, respectively.

in Figure 2.2. The split-filter DECT concept was recently implemented for clinical use as

a cost-efficient additive feature to the Siemens SOMATOM Definition Edge CT scanner

and is referred to as TwinBeam, with a removable split filter made of adjacent 0.05 mm

gold and 0.6 mm tin. This DECT scanner will be the main focus of this work.

Within the past four years, several researchers have compared the imaging capabil-

ities of TwinBeam to other DECT modalities and to conventional SECT. The spatial

resolution of TwinBeam images was similar to dual-source DECT but TwinBeam images

demonstrated poorer CT number separation and inferior contrast and contrast-to-noise
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Figure 2.2: Schematic of split-filter DECT.

ratio (CNR) of iodine inserts [34]. TwinBeam images demonstrated similar image noise

[35] and higher liver parenchyma to fat CNR compared to conventional SECT images

[44]. The optimal energy of TwinBeam VMI has also been determined to better visualize

OARs based on CNR in head-and-neck radiation therapy [45].

2.1.2 Types of DECT images

The acquisition of two CT datasets at two different energies allows for the reconstruction

of multiple DECT images. Some but not all possible images that can be reconstructed

from DECT include: VMIs, iodine-enhanced images, effective atomic number, electron

density, virtual non-contrast images, and SECT equivalent images. Since this work is

limited to the TwinBeam system, which is unique to the Siemens SOMATOM Definition

Edge CT scanner, the following data sets will be discussed in light of Siemens’ image-

based reconstruction techniques.
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Arguably the most popular DECT images are VMIs. The weighted sum of the low- and

high-energy CT datasets generated from DECT can be used to create VMIs at energies

ranging from 40 keV to 190 keV. VMIs are virtual CT images that are reconstructed as

if they were created from a series of monoenergetic x-ray sources. VMIs reconstructed

at low energies offer greater enhancement capabilities compared to SECT because SECT

can only create one CT image based on a single x-ray photon spectrum [46]. Most

enhancements of DECT VMIs are due to the injected iodine contrast. Iodine (Z=53,

k-edge = 33.7 keV) is predominately attenuated by the photoelectric effect and is used

as a radio-contrast agent to enhance certain soft tissues. The total attenuation of iodine

increases at lower energies and provides contrast between tissues with varying iodine

uptake. The difference in attenuation of iodine and soft tissue is shown in Figure 2.3.

In the Siemens implementation of DECT, the VMIs are calculated as a linear combi-

nation of the low- and high-energy CT images with the weighting factor being a function

of energy [46]. The calibration of the weighting factor is performed using scans of a

15 mgI/mL cylindrical vial scanned in air, in a 20 cm phantom, and in a 30 cm phan-

tom. In addition to the linear combination of the low- and high-energy datasets, Siemens

performs an image-based recombination to decrease the image noise at low-energy re-

constructions by using the image noise at the average effective energy of the low- and

high-energy beams (approximately 70 keV) [1, 46, 47]. This method is referred to the

novel monoenergetic reconstruction algorithm (nMERA or Mono+). An illustration of

this method is shown in Figure 2.4 and an investigation of these images compared to the

standard monoenergetic reconstruction algorithm has been completed by Grant et al. [1].
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Figure 2.3: Attenuation coefficient of fat, iodine, and muscle as a function of energy.
As energy decreases the difference in attenuation between iodine and human tissue
increases.

Iodine-enhanced images are derived using the concept of material decomposition. Ma-

terial decomposition relies on the assumption that everything in the body is made up of

some combination of basis pair materials, such as iodine and soft tissue. In iodine-material

decomposition, a voxel of unknown material can be decomposed into known amounts of

iodine and soft tissue as shown in Figure 2.5. A weighted sum of the two basis pairs, a1

and a2 are used to determine the attenuation coefficient of an unknown sample.

The blue line in Figure 2.5 is called the identity line. In a plot of the low- and high-

energy attenuation coefficients, the identity line intersects the attenuation coefficients of

fat and soft tissue. The red line follows the attenuation coefficients of iodine at different

concentrations. The slope of the red line is referred to as the dual-energy (DE) ratio, and
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Figure 2.4: Schematic illustrating the method used to create the Mono+ images.
Images with high contrast and high noise (40 keV) are mixed with images at lower
contrast and lower noise (70 keV). [1].
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Figure 2.5: Material composition of an unknown voxel into amounts of tissue (a1)
and iodine (a2).
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it is a metric used to quantify the spectral separation of a dual-energy system. The DE

ratio changes with different DECT modalities [48–50]. The dual-energy ratio is typically

calculated by plotting the Hounsfield Units (HUs) as a function of iodine concentration

for the low- and high-energy data separately, as shown in Figure 2.6. The ratio of m1 and

m2 is equivalent to the DE ratio, were m is the slope of the HU versus iodine concentration

plots. Not only does the DE ratio depend on the DECT modality, but it is also a function

of phantom/patient thickness as discovered by Lambert et al. and suggested by Jacobsen

et al. [50, 51]. As the red and blue curves become more precise or in other words the

noise of the low- and high-energy images decreases, the DECT ratio and the basis pairs

used for material decomposition becomes more accurate [41].

Iodine Concentration (mg/ml)

H
U

y = m
1
 x+b

y = m
2
 x+b

Low energy

High energy

Figure 2.6: Schematic of HU as a function of iodine concentration for a low- and
high-energy scan used to determine the DE ratio of a system.

The DE ratio along with the reference HUs of iodine, soft tissue, and fat from Figure
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2.5 are used to generate iodine-enhanced and virtual non-contrast images in Siemens’

Syngo.via software. These images allow for the viewer to visualize the underlying soft

tissue and distribution of the iodine concentration separately as shown in an example

in Figure 2.7. The accuracy of the material decomposition and the overall accuracy of

these types of images have been investigated for various manufacturers and dual-energy

modalities [51, 52].

(a) (b)

Figure 2.7: Axial slice of an iodine-enhanced image (a) and virtual non-contrast
image (b).

Specific to Siemens, the summation of the virtual non-contrast and the iodine-enhanced

image is equivalent to a virtual 120 kVp SECT image. Siemens virtual SECT images

are called mixed images, as they are a direct weighted sum of the low- and high-energy

datasets to create a virtual 120 kVp-equivalent image based on HU, image noise, contrast,

and patient dose.

Effective atomic number and electron density data sets are two additional types of

DECT images that are created using basis pair decomposition. Since the attenuation

coefficient of a material is dependent on the contribution from the photoelectric effect

and Compton scatter, the attenuation coefficient from the low- and high-energy datasets
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of DECT can be approximated using the following equations,

µ(Elow) = b1(
1

E3
low

) + b2KN(Elow) (2.1)

µ(Ehigh) = b1(
1

E3
high

) + b2KN(Ehigh) (2.2)

where b1 is proportional to the electron density and atomic number (ρeZ
3) and b2 is only

proportional to the electron density (ρe). Using basis pair decomposition, the electron

density and atomic number can be determined and mapped for each image voxel. The

primary application for these images has been in the derivation of stopping power ratios

for dose calculations for heavy-ion therapy [53].

The accuracy of determining iodine uptake, electron density, and effective atomic

number has been investigated through phantom studies with TwinBeam, dual-source,

and fast kVp-switching DECT. It was concluded that TwinBeam had significantly less

accurate iodine quantification compared to the other DECT modalities [51]. Iodine quan-

tification from the iodine-enhanced images is generally accurate to within 10% regardless

of the vendor and scanner type, except for split-filter dual-energy CT system where errors

up to -37% have been demonstrated [51]. The accuracy of TwinBeam electron density

and effective atomic number images were also inferior [34].

Many studies have determined the contribution of CT texture analysis (CTTA) in the

field of radiation oncology and investigated the reliability of CTTA parameters [54–56].

Dual-energy CTTA has been used to investigate urinary stone fragility, hepatic fibro-

sis, and pulmonary embolism detection, and results concluded that dual-energy images
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were superior and more accurate compared to conventional SECT [54, 56]. CTTA can

be performed retrospectively and is an objective way to assess lesion heterogeneity and

characteristics beyond what is possible with subjective visual interpretation [57, 58]. This

work quantifies first order CTTA parameters of pancreas and liver tumors as a function of

VMI energy using TwinBeam DECT images. First order CTTA parameters include mean

CT number, standard deviation, skewness, and kurtosis which all assess the distribution

of a given histogram. A CTTA study with TwinBeam has never been done before and

is novel as it can determine if TwinBeam DECT images can provide additional tumor

information for delineation that is not available with conventional SECT images.

2.1.3 Spectral separation, effective energy, and dose allocation

Although DECT has the capability to provide additional information compared to con-

ventional SECT, the accuracy and quality of virtual DECT images depend on the spectral

separation and dose allocation (also known as dose partitioning) of the low- and high-

energy photon beams [43, 46]. Spectral separation can be defined as

∆E =

∫ E2

0

Shigh(E)EdE −
∫ E1

0

Slow(E)EdE (2.3)

where S is the incident photon spectra and E1 and E2 are the maximum energies of

the low- and high-energy beams, respectively [59]. Greater spectral separation results in

more accurate virtual DECT images and is commonly achieved by adding tin filtration

to the high energy beam [46, 60]. With all DECT modalities, the two photon spectra

have significant overlap as each are continuous up until the peak tube voltage. Greater
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spectral overlap is inefficient and is a limitation for material decomposition techniques.

Spectral overlap also reduces dose efficiency as the higher energy beam contains a signif-

icant amount of low-energy photons that contribute to dose but do not contribute to the

accuracy of the DECT images [60].

Dose allocation is defined as

A =
εlow

εlow + εhigh
, (2.4)

where ε can be entrance surface dose, effective dose, imparted energy, or dose at a specified

depth of a patient from the low- and high-energy beams [61, 62]. Dose allocation can

range from 0-1, and studies have shown that CNR of dual-energy CT modalities such

as fast kVp-switching and dual source is optimized when the dose allocation is roughly

30% [59, 61–63]. Vilches-Freixas et al. investigated stopping power ratio accuracy as a

function of dose allocation and found that dose allocation from 0.30-0.70 resulted in the

most accurate DECT images, while the precision of the stopping power ratio was slightly

shifted towards the lower dose allocation range [59].

CT specific ionization chambers can have up to a 5% energy response within kilo-

voltage x-ray energies, and are, therefore, calibrated based on the effective energy of the

beam [64]. The accuracy of DECT dosimetry relies on a knowledge of the effective energies

of the low- and high-energy photon beams [64]. A beam’s effective energy is defined as

the energy of a mono-energetic photon beam with the same half-value layer (HVL) and

is used in the calibration of ionization chambers used in CT dosimetry. Effective energy
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can be calculated using the following equations,

1

2
= e−(µ

ρ
)·HVL·ρ (2.5)(µ

ρ

)
=

ln(2)

ρ · HVL
cm2/g (2.6)

where the mass attenuation coefficient, µ/ρ is used to interpolate the beams effective

energy from a list of known values specific to the attenuating material [65]. The effective

energy is used to determine the calibration coefficients for ionization chambers. During

ion chamber calibration at a primary or secondary standards lab, calibration coefficients,

Nk are determined from using NIST traceable beams with well characterized effective

energies. Before the ion chamber is used clinically, a new Nk value is interpolated based

on the effective energy of the clinical beam. Therefore, the knowledge and accuracy of a

CT beam’s effective energy is crucial for accurate dosimetry. To our knowledge, there is

no literature investigating or characterizing the spectral separation, dose allocation, and

effective energy for the TwinBeam split-filter modality.

2.2 Pancreas and liver tumors

Pancreatic and liver cancer are the fourth and fifth leading cause of cancer related death

for men and women in the United States (excluding uterus cancer), and although surgery
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is the established curative treatment option for these cancers, the majority of these pa-

tients are not surgical candidates [66]. Radiation therapy offers another localized treat-

ment option and recent studies have shown that accurately focused dose-escalated radi-

ation therapy of these cancers may increase median survival [24, 30, 36, 67]. Accurate

tumor delineation is crucial for successful dose-escalated radiation therapy [33, 39]. Un-

fortunately, delineating pancreas and liver tumors using conventional SECT can be a

challenge because these tumors have poor contrast with surrounding healthy parenchyma

even with iodine-enhanced imaging techniques [40, 68]. Several dual-energy CT modal-

ities have shown to improve the visualization of these tumors [7, 9, 11, 38, 40, 69, 70].

DECT images generated from fast kVp-switching DECT and dual-source DECT have

exemplified greater lesion contrast [11] and lesion CNR [47] of pancreatic adenocarcino-

mas. DECT images generated from dual-source DECT were more sensitive in detecting

hyper-vascular liver lesions compared to conventional single-energy 140 kVp images [7]

and had greater CNR of hypo-vascular liver metastases compared to virtual 120 kVp-

equivalent images [71]. The use of iodine-enhanced images has also been shown to aid in

the visibility of pancreas and liver tumors for radiological purposes as the iodine uptake

of these tumors differ from surrounding healthy tissue [8, 72]. Within the past decade,

a significant amount of work has been dedicated to applying DECT for the visualization

of pancreas and liver tumors through contrast and CNR calculations, but this work has

not been applied to the TwinBeam system.

Contouring studies are commonly used to assess the accuracy of a new image modality

for tumor delineation. Gupta et al. performed a contouring study that investigated the
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geometric uncertainty of pancreatic tumor measurements by analyzing the repeatability of

the measurements on DECT images [73]. It was concluded that tumor measurements were

highly reproducible on fast kVp-switching DECT images and that clinicians preferred

to use the DECT VMIs and iodine maps rather than conventional SECT images [73].

Although contouring studies have been conducted for pancreas tumors with fast kVp-

switching DECT images, no one has investigated the reproducibility of pancreas and liver

tumor segmentation with TwinBeam images. Furthermore, no studies have quantitatively

determined inter- and intra-clinician contour variability on DECT images compared to

conventional SECT.

At the University of Wisconsin-Madison Department of Human Oncology, every pan-

creas and liver cancer patient who will receive radiation therapy is imaged with the

Siemens SOMATOM Definition Edge prior to treatment planning. During the simulation

procedure, a dual-phase imaging protocol with TwinBeam split-filter is acquired. The

pancreatic and portal venous phase scans are acquired for the pancreas cases and the

arterial and venous phase scans are acquired for the liver cases. The iodine contrast

medium is administered via bolus tracking to account for differences in cardiac output.

The type of DE images used for tumor delineation is up to the physician’s discretion but

usually consist of VMI at 57 keV and the mixed 120 kVp-equivalent image.

After Institutional Review Board (IRB) approval for this thesis work, the raw imag-

ing data and diagnostic information from 20 pancreas and 20 liver cancer cases acquired

between June 2016 and August 2018 at the University of Wisconsin-Madison were col-

lected. A total of 20 patients for each tumor site was deemed an adequate number of
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cases based on statistical analysis of the preliminary data of overall tumor contrast (dif-

ference in HU). A power calculation was performed and determined that a sample size of

20 pancreas cases achieved 82% power to detect a mean of paired differences of at least

10 HU with an estimated standard deviation (SD) of differences of 14.7 and alpha = 0.05

using a two-sided, paired t-test. A sample size of 9 liver cases achieved 80% power to

detect a mean of paired differences of at least 10 HU with an estimated SD of differences

of 8 and alpha = 0.05 using a two-sided, paired t-test.

2.3 Project motivation and goals

Though the role of DECT imaging is fairly well-established in diagnostic imaging, the

benefit of DECT is less well known for radiation therapy. This thesis explored whether

TwinBeam can improve tumor visibility as quantified by contrast and CNR for pancreas

and liver tumors and whether an increase in these metrics translates to more accurate

tumor delineation. The image studies of this thesis analyzed the visibility and texture

of pancreas and liver tumors. A contouring study was also performed to compare the

variability of GTV contours for TwinBeam images. Also, it is known that TwinBeam

has lower spectral separation compared to other DECT techniques, which may limit its

benefit in radiation therapy for contouring of difficult tumors. Therefore, another aim of

this study was to develop a Monte Carlo model to investigate the characteristics of the

split beam and quantify the benefit of increasing peak tube voltage on spectral separation,

effective energy, and dose allocation.
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Our institution is one of the first clinics in the world to install the Siemens SO-

MATOM Definition Edge CT scanner with TwinBeam split-filter DECT and the first

to use the system for radiation therapy purposes. Similar to other DECT modalities,

the current implementation of TwinBeam is hypothesized to increase the visualization of

anatomical sites, specifically in the pancreas and liver, that are not well visualized using

conventional single-energy CT [40]. Therefore, several quantitative imaging studies of

this thesis work used TwinBeam VMIs and mixed 120 kVp-equivalent DECT images to

investigate the current implementation of TwinBeam for delineating pancreas and liver

tumors for radiation therapy applications. This work used the entire tumor gross tar-

get volumes (GTVs) to assess pancreas and liver tumor visibility, which is unlike other

published work that have used small region of interests (ROIs) optimally placed within

tumors to assess parenchyma-to-tumor contrast and CNR [9, 11, 40]. The results of this

study clarified the benefit of TwinBeam compared to conventional SECT in radiation

therapy as the investigation of GTV CNR is more applicable to radiotherapy, which re-

quires the entire tumor to be delineated rather than simply identified and measured as

in diagnostic imaging.

Although the accuracy of iodine concentration determined from TwinBeam spit-filter

iodine-enhanced images has previously been investigated, the results were not applied to

actual patient data for the investigation of tumor delineation. This work investigated

the iodine concentration in-vivo through size-specific calibration curves. Iodine concen-

tration calibration curves were calculated from TwinBeam DECT images as a function
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of phantom size. This information is important first to verify that the iodine concentra-

tion calculated by Siemens’ Syngo.via software properly accounts for size-specific beam-

hardening artifacts, and second to investigate concentrations in-vivo where calculations

from volumetric contours are required. At the time of this work, Syngo.via only provided

concentration values derived from 2D circular ROIs [51]. This methodology has not been

published and can provide information to correlate concentration of iodine with tumor

contrast.

The contouring study investigated the reproducibility of pancreas and liver tumor

GTVs among clinicians on several TwinBeam DECT images. As previously mentioned,

accurate tumor delineation is crucial for successful dose-escalated radiation therapy [23,

24, 30, 33]. Therefore, this contouring study is important because the results can be used

to determine whether TwinBeam images can more accurately delineate pancreas and liver

tumors for dose-escalated radiation therapy.

CT dose is the biggest contribution to public radiation exposure, and it is suggested

that 2% of all cancers in the US are caused by radiation exposure from CT [74]. Although

DECT may provide better image quality compared to SECT, the total dose should be

equal to or less than the dose from conventional SECT and must be accurately measured

for DECT to be beneficial in the clinical workflow. Recent efforts have investigated

TwinBeam CT dose index (CTDI) metrics and reported that it provides lower values

compared to SECT [44]. Although TwinBeam provided lower CTDI metrics, validation

of these metrics through traceable measurements and simulations has not been performed.

Accurate CTDI measurements require the knowledge of the beams’ effective energy (i.e.
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beam quality) to correct the ion chamber reading into true exposure [75].

The effective energies of the low- and high-energy beams of TwinBeam have not

been determined. Even though CTDI metrics do not represent patient absorbed dose

like the small ion chamber method does, they both still require accurate ion chamber

calibration and knowledge of the beams’ effective energies [76]. The effective energies and

spectral separation of the low- and high-energy spectra of TwinBeam DECT have not been

investigated using empirical methods nor optimized with respect to peak tube voltage.

The effect of peak tube voltage on spectral separation, dose allocation, and effective

energy of split-filter DECT was investigated in this thesis work and the energy response

of CT ionization chambers across the split-beam was also quantified. The benchmarked

Monte Carlo (MC) model of this study evaluated the individual spectra from the split

beam of split-filter DECT based on these three parameters and investigate the impact of

increased peak tube voltage.

The overall goal of this project was to explore whether TwinBeam can increase the

visibility and delineation accuracy of pancreas and liver tumors over conventional SECT

and to characterize split-filter DECT based on spectral separation, effective energy, and

dose allocation.
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Chapter 3

Spectral separation, effective energy,

and dose allocation

3.1 Introduction

As a reminder, dual-energy CT (DECT) is an imaging modality where two x-ray spectra

are used to image the same anatomical location and reconstruct a single DECT image.

Although DECT was first introduced in the 1970’s, the first clinical DECT machine did

not become available until 2005 as a dual-source DECT scanner. Since then, there has

been several different DECT modalities created that are now used clinically. The two

most common modalities are dual-source and fast kVp-switching DECT. Dual-source is

just as its name suggests. It is a CT scanner with two x-ray tubes that are operated at

a low- and high-energy. Fast kVp-switching is a DECT scanner with one x-ray tube that

rapidly switches between the low- and high-energy spectra. Fast kVp-switching has been
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characterized and optimized for abdominal imaging and is operated at an 80 kVp and

140 kVp [46, 49, 59, 77]. Dual-source DECT allows for a variety of tube potentials and

the ability for additional filtration [4]. The kVp of the low-energy spectra can range from

80 kVp to 100 kVp while the high-energy spectra is operated at 140 kVp or 150 kVp with

an additional tin filter. Split-filter (SF) DECT is modality where a single x-ray spectrum

is spatially split into a low- and high-energy component. This modality has recently been

implemented for clinical use as an additive feature to the Siemens SOMATON Definition

Edge CT scanner and is referred to as TwinBeam. TwinBeam has a removable 0.05 cm

gold and 0.6 mm tin split filter and is operated at a 120 kVp, which is lower than the peak

tube voltage of other DECT scanners.

Common parameters used to optimize a dual-energy CT modality are spectral sepa-

ration and dose allocation as the accuracy and quality of DECT images depend on these

two parameters [43, 46, 49]. Spectral separation is essentially the difference in effective

energies and can be calculated with the known energy spectra using Equation 3.1

∆E =

∫ E2

0

Shigh(E)EdE −
∫ E1

0

Slow(E)EdE (3.1)

where S is the incident photon spectra and E1 and E2 are the maximum energies of the

low- and high-energy beams [59]. Greater spectral separation is desired as it results in

more accurate dual-energy ratio, better differentiation of materials, and overall, more

accurate virtual DECT images [46, 48, 49]. Specifically, a paper by Alvarez and Mac

demonstrated that noise from DECT images decrease when the basis function are more

different, or in other words, the spectral separation is large [41].
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Abujazar et al. investigated the effect of spectral separation on the contrast and

contrast-to-noise ratio (CNR) of different contrast materials such as iodine and gadolin-

ium and found that from the specific kVps investigated (80 kVp, 100 kVp, 120 kVp, and

140 kVp), 80 kVp and 140 kVp provide the best differentiation of these materials [49].

Kruass et al. also investigated the result of different spectral separations on dual-source

DECT by investigating different kVp pairs as well as the addition of filters for several

phantom sizes. The low- and high-energy beams with the greatest spectral separation for

the largest phantom investigated was 80 kVp and 150 kVp with an additional Sn filter.

This combination resulted in the greatest dual-energy ratio and the lowest image noise

[48]. In the literature, spectral separation is sometimes calculated as the difference in kVp

between the low- and high-energy beams; therefore, the actual spectra are not required.

But with SF DECT, the kVp of the low- and high-energy beam is the same at 120 kVp.

Therefore, the actual determination of the spectra to calculate Equation 3.1 is desired for

accurate comparison to other DECT modalities.

Overall, greater spectral separation increases the accuracy and separation of the basis

pair vectors introduced in Chapter 2 which is beneficial for image noise. Greater spectral

separation also leads to lower dose to the patient as overlapping photons have no value

in material decomposition but does increase the effective dose.

Although the effective patient dose is important to determine, the main goal of this

work is to determine the dose to a point for the calculation of dose allocation. As previ-

ously mentioned, dose allocation is used to characterize a DECT modality and is defined
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as Equation 3.2

A =
εlow

εlow + εhigh
(3.2)

where ε can be entrance surface dose, effective dose, imparted energy, CT dose index

(CTDI), or dose at a specified depth of a patient from the low- and high-energy beams

[61, 62]. Dose allocation can range from 0-1, and studies have shown that CNR of dual-

energy CT modalities, such as fast kVp-switching and dual-source, is optimized when the

dose allocation is about 30% [59, 61–63]. The dose allocation from TwinBeam DECT has

never been investigated. The only type of dosimetry that has been done with TwinBeam

is through measurements of CTDI which require measurements along the entire split beam

because CTDI from the low- and high-energy portion of the split beam separately is not

obtainable. Although CTDI is the most common used metric in clinics, it is not physically

appropriate way to estimate patient dose [78]. CTDI is measured with a 10 cm pencil

ionization chamber which actually underestimates the dose deposited in the phantom [76].

In addition, the response of the chamber can vary up to 20% over its length [79], which

would affect the measurement of CTDI. This is especially crucial for SF DECT where the

fluence and energy of the spectra changes more than any other DECT modality. Overall,

dose to a specific depth is the best way to determine dose allocation for SF DECT.

The accuracy of DECT dosimetry depends on the knowledge of the effective energies of

the low- and high-energy photon beams [64], as the most commonly method of dosimetry

for CT machines is with an ionization chamber. CT specific ionization chambers can

have up to a 5% energy response within kilo-voltage x-ray energies and are, therefore,

calibrated based on the effective energy of the beam [64]. Ion chambers used for CT
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dosimetry are calibrated at a primary or secondary standards lab using x-ray beams that

are well characterized with known effective energies. The resulting calibration coefficient

is then used to interpolate a new coefficient specific to the effective energy of the clinical

CT beam. In other words, the knowledge of the effective energy of the clinical CT beam

is required for accurate dosimetry. A poly-energetic beam’s effective energy is defined

as the energy of a mono-energetic photon beam with the same half-value layer (HVL).

The effective energy is different than the mean energy but both are used to characterize

a poly-energetic photon spectra. The HVL is the thickness of a certain material that

attenuates an x-ray beam to half its original value. The attenuation coefficient, µ/ρ

determined using Equation 3.3 is used to interpolate the effective energy from a list of

known values specific to the attenuating material [65].

1

2
= e−(µ

ρ
)·HVL·ρ

(µ
ρ

)
=

ln(2)

ρ · HVL
cm2/g (3.3)

Aluminum and copper or a combination of the two are the most common materials

used to measure HVL. The effective energies of the low- and high-energy beams of Twin-

Beam have not been determined but are required for any type of dosimetric investigation.

This work investigates spectral separation, dose allocation, and effective energy for the

SF DECT system as its current clinical design of TwinBeam with a 120 kVp initial photon

spectrum and removable SF made of gold and tin. As previously stated, other single-

and dual-source DECT modalities have been optimized in the literature to operate with
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a peak tube voltages much higher than 120 kVp. Therefore, the impact of SF DECT with

an increased peak tube voltage will also be investigated, as it has the potential to provide

a more optimal SF DECT system. These important parameters will be determined using

physical measurements and simulations with equivalent Monte Carlo source models.

3.1.1 Equivalent source model

An equivalent source model is defined as a computational model that creates an equivalent

spectrum that has identical attenuation properties as the actual spectrum of a given x-ray

system [80]. For this work, two equivalent source models of split-filter DECT at two peak

tube voltages were created to analyze the spectra as opposed to being directly measured.

Directly measuring the kilo-voltage x-ray photon spectrum from CT is a difficult and time

consuming task due to the high flux of x-rays generated from the CT source. It is difficult

to directly measure a CT photon spectra because conventional photon counting detectors

cannot operate with these high fluence beams. [2, 81–84]. In specific settings, the count

rate can be reduced by adding collimators, decreasing the tube current, and increasing

the distance between source and detector, but these adjustments are unachievable with

conventional clinical CT due to geometric limitations of the gantry and current settings

of the x-ray tube. Fortunately, other researchers have found modeled-based techniques

to determine the equivalent photon spectrum from clinical CT scanners.

Modeled-base techniques are based on theoretical, empirical, or semi-empirical consid-

erations and have been intensely validated against direct measurements [2, 80, 82, 85, 86].

Ay et al. assessed different computational methods of determining x-ray spectra and
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found no statistically significant difference from measured spectra [82]. Although, Monte

Carlo is the gold standard in determining the equivalent spectrum of an x-ray source [87],

there is another common code that can be used to generate an x-ray spectrum from CT

scanners based on empirical analytical calculations. Spektr is a MATLAB toolkit that

calculates x-ray spectrum based on the tungsten anode spectral model using interpolating

cubic splines (TASMICS) or based on the tungsten anode spectral model using interpo-

lating polynomials (TASMIP). Spektr was used to determine the initial soft tungsten

spectra of the equivalent source models [88].

In order to accurately determine the x-ray spectrum from a clinically used CT scanner

using solely modeled-base techniques, confidential scanner-specific information from the

manufacturer is needed. Scanner-specific information such as filtration design, bowtie

filter and x-ray tube specifications are proprietary and require vendor cooperation and

non-disclosure agreements. Unfortunately, the specifications of the Siemens SOMATOM

Definition Edge is proprietary and has not been supplied by the manufacturer. Sev-

eral methods have been developed to overcome the need of manufacturer cooperation

and still create equivalent source models of clinical CT scanners. Turner et al. pre-

sented a methodology to create an equivalent source model based on spectra created in

Spektr and measurements of half value layer (HVL) and bowtie-filter profile [2]. This

method was validated by comparing simulated and measured CTDI values. The results

from the equivalent source models more accurately matched physical measurements than

the results from models created using the manufacturer provided specifications. The

methodology of Turner was also implemented in the work of Dr. Qing where she used an
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equivalent source model to determine CT dose to organs [83].

As a reminder, the TwinBeam split beam is generated using the single-energy beam

from the Siemens SOMATOM Definition Edge scanner and a removable SF. This work

created two single-energy equivalent source models of the Siemens SOMATOM Definition

Edge scanner at a 120 kVp and 140 kVp based on HVL and profile measurements. The

TwinBeam SF was then added to create the DECT equivalent source models and simu-

lations were performed to determine the equivalent SF spectra and dose to the center of

a water phantom.

3.2 Methods and materials

3.2.1 Measurements to determine equivalent source model

3.2.1.1 HVL measurements

HVL measurements were performed with the Siemens SOMATOM Definition Edge single-

energy beam in order to create an equivalent single-energy source model with the same

beam quality. Beam quality refers to the penetration abilities of an x-ray beam defined

by a beam’s HVL. The HVL will be used to determine the thickness of material in mm of

aluminum with the same attenuating properties of any permanent filtration in the useful

SOMATOM Definition Edge single-energy beam. This permanent filtration may include

the window of the x-ray tube and any permanent enclosure for the tube. For this work,

the thickness of material will be referred to as the inherent filtration.
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HVL measurements were performed in static maintenance mode with the following

specifications: 120 kVp, 700 mAs, 87 kW, body bowtie filter, and 64 x 0.6 mm collima-

tion and although the reconstruction parameters were turned on, the images were not

used. A schematic of the HVL measurement set up is shown in Figure 3.1. For these

measurements, the gantry was parked at 90 degrees (aka 6 o’clock). The ion chamber

was placed along the center ray using the inter-bore lasers and fixed to the table, which

was removed from the beam line. The aluminum filters were placed on the gantry using a

custom built holder. The aluminum filters were of 99.9 % purity made by PTW (Freiburg,

Germany) with different thicknesses. Exposure measurements were taken by adding the

alloy aluminum filters of thicknesses ranging from 0 to 9 mm.

Capintec PS-033

ion chamber 

Bowtie Filter

Aluminum

x-ray Source

Scanner

Gantry

y

x

z

Figure 3.1: Set up for HVL measurements with the Capintec PS-033 ion chamber and
aluminum filters. Image altered from Turner et al. [2].

The HVL measurements were performed with a Capintec PS-033 ion chamber (Serial

number: CII337975, Capintec Inc., New Jersey) and a SuperMax 4000 (Serial number:
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E001225) electrometer. This specific ion chamber was chosen because of its high spa-

tial resolution and thin mylar window. The ion chamber has a 0.5 cm3 active volume,

1.6 cm active volume diameter, and 2 cm cavity diameter. The energy response of this

ion chamber was assessed by Dr. Qing Liang for her Doctoral Thesis. The University

of Wisconsin Accredited Dosimetry Calibration Laboratory (UWADCL) Gulmay CP 320

generator and a COMET 320/26 tungsten anode tube was used to determine the air-

kerma calibration coefficient, Nk of the Capintec PS-033 ion chamber at four different

beam qualities. It was concluded that there is no energy dependence of this ion chamber,

therefore it is an acceptable chamber for measuring HVL [83].

3.2.1.2 Fan beam profile measurements

Beam profile measurements were then performed in order to model an equivalent bowtie

filter with the same attenuating properties as body bowtie filter used for abdominal

scans with the Siemens SOMATOM Definition Edge. The equivalent bowtie filter should

attenuate the x-ray spectrum similarly to how the actual bowtie filter attenuates the

actual x-ray beam. The purpose of a bowtie filter in CT scanners is to homogenize and

shape the x-ray intensity measured by the detectors to improve the image quality and

reduce the dose to the patient because of the preferential filtering near the periphery of the

fan beam [89]. The thickness of the equivalent bowtie filter was determined as a function

of angle, θ. The angle, θ was determined based on the location of each measurement as

shown in Figure 3.2 and Equation 3.4. The profile along the fan beam was measured

with an Exradin A28 scanning ionization chamber (Standard Imaging, Middleton WI).
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This ion chamber has a small 0.125 cm3 collecting volume and a small energy dependence

making it well suited for fan beam profile measurements. A schematic of the measurement

set up is shown in Figure 3.2.

 

Exradin A28
ion chamber

Bowtie Filter

y

x
z

L

l i

θi

x-ray source

Figure 3.2: Set up for profile measurements with the Exradin A28 ion chamber. Image
altered from Turner et al. [2].

The ion chamber was mounted on the couch and initially aligned to isocenter using

the inner-bore lasers. The ion chamber was then incrementally shifted to one direction

while still maintaining alignment to the lateral laser. It was assumed that the atten-

uation about the central ray was symmetric; therefore, only one direction of measure-

ments were performed. The angle for each lateral displacement was calculated using the

manufacturer-provide distance L, which is the focal spot to isocenter distance, and the

distance from the central ray li, as shown in Equation 3.4. The ratio of each measured

kerma at li and the center ray was calculated and used to determine the equivalent bowtie
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filter.

θi = tan−1
( li
L

)
(3.4)

3.2.2 Simulations to determine equivalent source model

3.2.2.1 Soft tungsten spectrum

A soft x-ray spectrum was used as the source of the equivalent source model. As pre-

viously mentioned, Spektr determines an x-ray spectrum based on either TASMIP or

TASMICS calculations. TASMIP is the original calculation method used in Spektr ver-

sion 2.0. TASMICS calculation method was introduced in version 3.0 and offers higher

spectral resolution, broader energy range, and improved overall spectral characteristics

with respect to modern x-ray tubes [88]. Therefore, TASMICS was chosen for this work

to calculate a spectrum leaving an anode target, also known as the soft x-ray spectrum.

The user interface of Spektr is showed in Figure 3.3.

Figure 3.3: Screenshot of the Spektr interface.
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The soft x-ray spectrum was calculated while assuming zero inherent filtration and

4% ripple. The x-ray generator used for the Siemens SOMATOM Definition Edge is

high-frequency, which is comparable to a three-phase 12 pulse system that has about a

4% ripple [65, 90, 91].

Figure 3.4 shows the 120 kVp soft tungsten anode spectrum calculated in Spektr using

TASMICS. This soft spectrum was used as the main photon source of the equivalent source

model of the Definition Edge 120 kVp x-ray beam.
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Figure 3.4: Soft 120 kVp tungsten anode spectrum calculated in Spektr with TAS-
MICS.

3.2.2.2 Equivalent single-energy spectra

The equivalent source model was created using Monte Carlo N-particle transport (MCNP)

code version 6 and simulations were performed on the University of Wisconsin Medical



www.manaraa.com

41

Radiation Research Center (UWMRRC) computing cluster. MCNP6 was chosen because

it was most familiar to the user and based on the literature, it performs well at simu-

lating dose from kilo-voltage x-ray sources [2]. Simulations were performed using only

photons with a cut off energy of 1 keV, as lower photons will not be able to penetrate

and contribute information. MCNP6 assumes that all deposited energy is absorbed at

the photon interaction site also known as charged particle equilibrium (CPE). For CPE,

collision kerma is equal to the absorbed dose. Therefore, all simulations of air kerma or

dose to water were calculated by tallying the photon energy fluence and converting to

collision kerma or dose, by using the mass energy-absorption coefficients, µen/ρ of air or

water obtained by Hubbell and Seltzer [92].

Several MCNP tallies were used in this study. A F1* tally determines the current

across a plan and has units of MeV. A F4* tally calculates the average fluence in a

volume and has units of MeV/cm2. A F5* tally calculates the average fluence at a point

and also has units of MeV/cm2. A TMESH tally determines the fluence and bins the

results based on a user defined 3D lattice and has units of MeV/cm3.

The equivalent single-energy spectrum at the center of the beam was determined using

simulations of air kerma with the inherent filtration and center portion of the bowtie filter

modeled in MCNP. Figure 3.5 shows the individual components used to determine the

equivalent single-energy spectra. This figure includes everything but the lead collimators

which were used to shape the beam. The collimators were placed about 8 cm from the

source to create a longitudinal beam width equal to 3.8 cm at isocenter. The longitudinal

beam width was determined based on Siemens user manual drawings of the x-ray tube
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and the measured full-width half max (FWHM) of the dose profile in air for the 64 x

0.6 mm collimation setting. The soft tungsten spectrum determined in Spektr was the

source of the model. Downstream from the source was the inherent filtration, followed

by the bowtie filter. The thickness of along the center of the bowtie filter was modeled

as 0.05 mm of aluminum, similar to the work of Turner et al. [2]. The thickness of the

inherent filtration was determined as the thickness of aluminum that when simulated to

harden the initial soft tungsten spectrum, results in an equivalent single-energy spectrum

(at point A) with the same HVL as measurements. Therefore, simulations of air kerma

were performed with the measured HVL in thickness of aluminum located the same

distance from isocenter as the measurement set up, 39 cm. Simulations were iteratively

performed while increasing the thickness of the inherent filtration until the air kerma at

point A was reduced by half. Air kerma was simulated using an *F5 point flux tally and

calculated using the mass energy-attenuation coefficient of air from Hubbell and Seltzer

[92].

Once the thickness of inherent filtration was determined, the equivalent single-energy

spectrum of the Siemens SOMATOM Definition Edge beam was then sampled exiting

the inherent filtration of the MCNP model. The variance reduction techniques that were

used to acquire this spectrum included varying the importance, as well as forcing collisions

within the inherent filtration. The resulting tally used to sample the spectra passed all

statistical tests. The mean energy and effective energy of the equivalent spectra was

determined.
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Figure 3.5: Schematic of the MCNP6 model to determine the equivalent SE spectra
and fan beam (excluding collimators). L = 59.5 cm. Image altered from Turner et al.
and not drawn to scale [2].

3.2.2.3 Single-energy fan beam

After the equivalent single-energy spectrum was determined, the thickness of the bowtie

filter at each angle, θ from Figure 3.2 was calculated to determine the equivalent single-

energy fan beam. This was done by first transmitting the equivalent x-ray spectrum

through the center portion of the equivalent bowtie filter. Then, while assuming expo-

nential attenuation, the thickness of the bowtie filter at θ was iteratively increased and the

x-ray spectrum was transmitted through until the difference in ratio of simulated kerma
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and the measured kerma was minimized. The single-energy equivalent source model was

considered complete once the bowtie filter was determined. A flowchart showing the steps

and additions to the model used to determine the equivalent SF source model is shown

in Figure 3.6.

Figure 3.6: Flowchart showing the steps used to determine the equivalent source
model as an equivalent SF fan beam.

3.2.2.4 Equivalent split-filter DECT spectra

The TwinBeam SF was then modeled in MCNP at the same location from isocenter as the

actual scanner. The SF was placed 11.6 cm downstream from the photon source before

the bowtie filter. The actual SF thickness is constant along the fan beam; therefore,

it was oriented in MCNP so the 0.05 cm of gold was located in the superior direction

and the 0.6 mm of tin was in the inferior direction. Air kerma measurements within the
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center of the low- and high-energy region of the split-beam were measured and compared

to simulations to determine the overall uncertainty in the equivalent MCNP SF model.

Measurements of air kerma were performed with the A28 ionization chamber aligned

at isocenter and then shifted 1 cm in the superior and inferior directions. Air kerma was

measured with a 700 mAs and the appropriate Nk values based on the HVLs of each low-

and high-energy spectra were applied. Simulations were performed using an F4* tally with

the same volume as the collecting volume of an A28 ionization chamber, 0.125 cm3. The

simulated air kerma was determined by summing the product of simulated energy fluence

given by the simulated *F4 volume tally and the mass energy-attenuation coefficient of

air from Hubbell and Seltzer [64]. The MCNP equivalent SF model was used to determine

the DECT parameters of spectral separation, effective energy, and dose allocation.

3.2.3 DECT parameters

3.2.3.1 Spectral Separation

In order to determine the spectral separation, the individual low- and high-energy spectra

were captured separately using two *F1 surface current tallies placed exiting the SF.

Variance reduction techniques such as varying cell importance and forced collisions were

used. The photon spectra were discretely sampled with 150 energy bins from 1 keV to

150 keV. Since the spectra were discretized, Equation 3.1 was modified to calculate the

spectral separation,

∆E =
b∑
i=1

Ei · phigh(Ei)−
b∑
i=1

Ei · plow(Ei) (3.5)
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where b is the maximum energy bin and Ei ·phigh/low(Ei) are the mean energies or expected

values of the low- and high-energy spectra. From the mean energy equation, phigh/low(Ei)

are the normalized photon distributions which were calculated for each spectra in Excel

based on the energy bin widths and the number of photons tallied within each bin.

3.2.3.2 Effective Energy

As previously mentioned, the effective energy is an energy of a mono-energetic beam

with the same attenuating properties as a poly-energetic beam. In order to compare the

low- and high-energy beams to other poly-energetic beams, the HVLs were analytically

determined separately for the low- and high-energy components of the beam using the

equivalent photon spectra leaving each component of the split-filter. As a reminder,

the amount of aluminum filtration that reduces the air kerma by half is a beam’s HVL.

By assuming CPE, and since the energy spectra were discretized, collision air kerma

was calculated using Equation 3.6. This method of calculating HVL neglects the small

amount of attenuation due to air between the split filter and isocenter.

Kerma =
Emax∑
i=1

EiΦi(
µen
ρ

)i, (3.6)

where Emax is the maximum energy of the polyenergetic spectra, Φ is the number of

photons at energy E, and (µen
ρ

) is the mass energy absorption coefficient of air at energy

E. The HVL of the combined split-beam was also calculated. The resulting HVL was then

used to solve for the mass attenuation coefficient in Equation 3.3. The mass attenuation

coefficient was then used to interpolate the effective energy from NIST reported values
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of attenuation coefficients for aluminum. Any uncertainty associated with differences in

attenuation coefficients caused by the 0.1% impurity of the PTW aluminum filters were

negligible.

3.2.3.3 Dose allocation

For this work, the dose allocation was calculated using dose to the center of a phantom

and analyzed as a function of phantom thickness. Different phantom thicknesses were

investigated because literature and previous thesis Chapters suggests that quality and

benefit of DECT images depend on patient size [51]. A cylindrical water phantom was

placed within the model to assess the difference in relative dose of the low-energy beam

to the total dose (dose allocation) as a function of phantom thickness. The dose at the

center of the phantom was tallied separately for the low- and high-energy components

of the split beam. While assuming charge particle equilibrium, the dose was calculated

by summing the product of simulated energy fluence (MCNP *F4 tally) and the mass

energy-attenuation coefficient of water from Hubbell and Seltzer [64]. The dose allocation

was calculated using Equation 3.2 for a range of phantom radii ranging from 10 - 20 cm

and compared to the recommended 30% [59, 61–63].

Prior to dose simulations and the calculation of dose allocation, mAs-to-dose conver-

sion factors (CF) were calculated to convert the simulated phantom doses to dose for a

specified mAs [83]. The CFs were calculated individually for the 120 kVp and 140 kVp
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beams using Equation 3.1 and used for the corresponding split filter models.

mAs-to-dose CF120kVp,140kVp =
(dmeas[mGy/mAs]

dsim

)
120kVp,140kVp

(3.7)

The dose measured, dmeas was the collision air kerma at isocenter for 700 mAs using

the A28 ionization chamber. Under CPE, collision air kerma is equal to dose, D and is

defined as

D = KC = Ψ(E)
(µen
ρ

)
E,Z

, (3.8)

where Z is the atomic number of the absorbed material, Ψ is the energy fluence of the

photon beam with energy E, and (µen
ρ

) is the mass absorption coefficient in units of

cm2/g. Kerma can only be measured directly with absolute dosimetry methods as the

precise mass of air is required. Unfortunately, the methods available for direct kerma

measurements are time intensive and require specific measurement devices such as free-

air ionization chambers. Therefore, secondary measurements were performed with an

ionization chamber calibrated from a secondary calibration laboratory. The calibrated

ionization chamber is equipped with an air-kerma calibration coefficient. The calibration

coefficient, Nk is determined for an ion chamber, j calibrated for a certain beam quality,

BQi using the NIST ionization chamber calibration coefficient Nk,NIST ,

Nk,j,BQi = Nk,NIST
Rdgj,BQi

RdgNIST,BQi
. (3.9)

where Nk for both the NIST ion chamber and the ion chamber of question is given in
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cGy/nC. This work interpolated corresponding Nk values based on the beam quality in

terms of measured HVLs for the 120 kVp and 140 kVp beams. The use of mAs-to-dose

conversion factors from air to phantom dose has been validated by Qing [83]. The A28 Nk

values from Table 3.10 were used to convert charge collected to air kerma. The measured

air kerma, simulated air kerma, and resulting mAs-to-dose conversion factors for the

120 kVp and 140 kVp beams are shown in Table 3.1.
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3.3 120 kVp and 120 kVp + SF source model results

3.3.1 HVL and inherent filtration

Table 3.2 lists the measurements used to determine the HVL of the Definition Edge

120 kVp beam. The values in Table 3.2 were fitted to an exponential curve using the

MATLAB fit command with the exponential fit type. The values and curve are shown in

Figure 3.7. The exponential fit parameters shown in Figure 3.7 were then used to calculate

the HVL of the beam using the calculation shown in Equations 3.10. The uncertainty

budget in the calculated HVL is shown in Table 3.3.

Table 3.2: The average and relative error of charge collected and resulting relative air
kerma measured at each aluminum thickness. Values are plotted in Figure 3.7.

Al (mm) Charge (nC) σ (%) Relative air kerma σ (%)

0 2.08 0.03 1.00 1.001%
2.983 1.60 0.04 0.765 1.001%
4.949 1.36 0.05 0.651 1.001%
5.987 1.25 0.03 0.600 1.001%
8.002 1.07 0.04 0.513 1.001%
8.992 0.99 0.06 0.476 1.002%

1

2
= e

−0.0839 1

mm Al
×HVL(mm Al)

ln(
1

2
) = −0.0839

1

mm Al
× HVL(mm Al)

HVL(mm Al) =
ln(2)mm Al

0.0839

HVL = 8.26(mm Al) (3.10)
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Figure 3.7: Graph showing the relative measurements listed in Table 3.2 and fit-
ted exponential curve used to calculate the effective HVL of the Siemens SOMATOM
Definition Edge 120 kVp beam.

Table 3.3: Uncertainty budget in determining the HVL.

Relative Standard Uncertainty (%)

Parameter Type A Type B
Air Kerma Measurement 0.0551 1.00
Set up Reproducibility 0.405 -
Thickness of aluminum 1.21 -
Combined uncertainty 1.30 1.00

Total uncertainty (k=1) 1.64
Expanded uncertainty (k=2) 3.28

The uncertainty in the air kerma measurement was determined using the greatest

uncertainty in a single measurement from Table 3.2 and the uncertainty in the calibration

of the ion chamber reported by the UWADCL. This uncertainty stems primarily from the

uncertainty of the NIST calibration of the reference chamber. The uncertainty associated

with thickness of aluminum was determined as ratio of the thinnest aluminum filter used
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(0.1 mm) and the measured HVL (8.26 mm). The measured HVL was compared to the

CT scanner’s user manual, which states that the HVL of the 120 kVp beam is 8.3 mm.

This represents a 0.6% difference compared to the measured HVL and is well within

the uncertainty in our measurement. Based on this calculated HVL, the effective energy

of the 120 kVp equivalent x-ray beam determined from the measured HVL was 55.4 ±

0.91 keV.

The inherent filtration was then determined which as a reminder is the amount of

aluminum that hardens the soft tungsten spectrum to create a beam with the same HVL

as the Siemens SOMATOM Definition Edge 120 kVp beam. The inherent filtration was

8.83 mmAl.

3.3.2 Equivalent single-energy spectrum

The equivalent single-energy 120 kVp spectrum with the same attenuating properties as

the Siemens SOMATOM Definition Edge 120 kVp beam is shown in Figure 3.8. This

equivalent x-ray spectrum was tallied exiting the inherent filter using a MCNP *F1 tally.

The mean energy of this equivalent spectrum was 62.8 keV, which is of course higher

than the mean energy of the soft spectrum determined in Spektr, 51.4 keV. In order to

validate the model and the inherent filtration, the HVL was also solved analytically using

the tallied equivalent spectra. The HVL solved analytically from the equivalent 120 kVp

x-ray spectrum was 8.23 ± 0.01 mmAl. This is within the uncertainty of the measured

HVL of 8.26 ± 0.14 mmAl.
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Figure 3.8: Soft 120 kVp spectra and the equivalent 120 kVp spectra to the Siemens
SOMATOM Definition Edge 120 kVp beam based on HVL.

3.3.3 Equivalent bowtie filter

The measurements taken along the fan beam that were used to characterize the bowtie fil-

ter for the equivalent source model are shown in Figure 3.9. These results are normalized

to the central point and extend to ±32.5 cm. These measurements were performed twice

to determine the uncertainty in overall set up. The total uncertainty in each point mea-

surement was determined with the uncertainty budget shown in Table 3.4. A schematic

of the MCNP model of the resulting equivalent bowtie filter is shown in the Figure 3.10.
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Figure 3.9: Relative air-kerma measurements performed with an A28 ion chamber
along the fan beam of the Siemens SOMATOM Definition Edge 120 kVp beam and
simulated air-kerma from MCNP.

Table 3.4: Uncertainty budget in measuring the fan beam profile along the bowtie
filter.

Relative Standard Uncertainty (%)

Parameter Type A Type B
Air Kerma Measurement 0.013 1.00
Set up Reproducibility 2.10 -
Combined uncertainty 2.13 1.00

Total uncertainty (k=1) 2.35
Expanded uncertainty (k=2) 4.71

3.3.4 Equivalent split-filter DECT model

The measured air kerma and simulated air kerma within the low- and high-energy region

of the split beam are shown in Table 6.2. The root-mean-squared error from the low-

and high-energy region was used to determine the overall uncertainty in the SF MCNP
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Figure 3.10: MCNP model of the equivalent bowtie filter with the same attenuating
properties as the actual Siemens SOMATOM Definition Edge bowtie filter. The plus
sign is just where the cursor was when the screen shot was taken.

simulations.
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There was slight disagreement in the final air kerma results. One reason for this

disagreement was the uncertainty associated with the HVL measurements used to create

the original 120 kVp model. Another reason for the disagreement is the misalignment in

the measured and simulated profile along the split beam. The profile of the split beam

was measured using film and compared to the simulated profile. Figure 3.11 shows the

overlap of the two profiles. Unfortunately, the gradient from the high- to low-energy

region do not directly overlap. The simulated profile was steeper than the measured

profile. The split filter is modeled in MCNP with the gold and tin simply abutted next

to one another. The actual manufacturing of the split filter is unknown but the type of

welding may have caused the less steep gradient between the two regions of the profile

and the difference in the values listed in Table 6.2.

0 10 20 30 40 50 60

Distance (cm)

TwinBeam Profile

Film

MCNP

Figure 3.11: Profile along the split beam measured using film of the actual TwinBeam
scanner and simulated using MCNP.
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3.3.4.1 Spectral separation

Once the SF was placed within the model, the individual low- and high-energy spectra

leaving the SF were tallied. Figure 3.12 shows the normalized initial 120 kVp equivalent

spectra, plus the spectra leaving the gold and tin. The mean energy of the low-energy

component of the split beam created from the gold was 66.2 ± 0.10 keV. The mean energy

of the high-energy component of the split beam created from the tin was 82.7 ± 0.18 keV.

For the TwinBeam 120 kVp + SF design, the spectral separation between the low- and

high-energy beams was 16.5 ± 0.04 keV. The error in the spectral separation calculation

was determined based on the Type A relative uncertainty in the *F1 tally.
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Figure 3.12: Normalized spectra determined from MCNP equivalent 120 kVp source
model, the low-energy spectrum from the gold (Au) component , and the resulting
high-energy spectrum from the tin (SN) component from the 120 kVp + SF source
model.
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3.3.4.2 Effective energy

The effective energy of the low- and high-energy portion of the split-filter were determined

using analytical calculations of HVL using the spectra leaving the split-filter. The HVLs

were 9.20 ±0.01 and 12.3 ± 0.03 mmAl for the low- and high-energy components of

the 120 kVp + SF model, respectively. The corresponding effective energies were 59.8

± 0.09 keV and 77.7 ± 0.17 keV. The uncertainty in the calculated HVL and effective

energy was propagated from the Type A relative uncertainty in the simulated results of

each energy bin tallied.

A comparison of the mean energy and effective energies of the split beam leaving the

split filter and at isocenter was performed to quantify the physical overlap of the two

beams. The split-beam profile was tallied at isocenter using a FMESH 13 tally (Figure

3.11). Based on the tallied profile and the relative flatness around ± 1 cm, two *F1 tallies

were placed 1 cm from the central axis.

The mean energies of the tallied spectra at isocenter were, 66.7 ±1.03 keV and 81.7 ±

1.69 keV for the low- and high-energy components of the split beam, respectively. There

were higher relative uncertainties when tallying the spectra at isocenter but based on the

results and the mean energies listed in Table 3.9, there was no difference in mean energy

when calculated at isocenter versus exiting the split-filter. There was also no difference

in the analytical calculation of HVL. The HVLs determined using the spectra tallied at

isocenter were 9.40 ± 0.15 mmAl and 12.45± 0.26 mmAl for the low- and high-energy

beam, respectively. The corresponding effective energies were 60.8 ± 0.9 keV and 78.4

± 1.6 keV. The HVLs and calculated effective energies determined using the spectra at
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isocenter were within the uncertainty of the results using the spectra leaving the split

filter. Therefore, the low- and high-energy beams do not change as a function of distance

from the split-filter.

3.3.4.3 Dose allocation

The dose and dose allocation from the low- and high-energy components of 120 kVp + SF

equivalent source model were determined using the mAs-to-dose conversion factor of the

120 kVp beam listed in Table 3.1. The dose and calculated dose allocation to the center

of cylindrical water phantoms of varying radii ranging from 10-20 cm are listed in Table

3.6.

Table 3.6: Dose and dose allocation calculated using Equation 3.2 to a 0.5 cm3 vol-
ume at the center of cylindrical water phantoms of varying radii from the equivalent
TwinBeam 120 kVp + SF MCNP source model.

Phantom
Radius (cm)

120 kVp +
0.05 cm Au Dose

(mGy)

120 kVp +
0.6 mm Sn Dose

(mGy)

Dose allocation
± (%)

10 0.024 0.013 0.65 ± 0.017 %
12 0.018 0.011 0.63 ± 0.017 %
15 0.012 0.0074 0.62 ± 0.017 %
17 0.0089 0.0056 0.61 ± 0.018 %
20 0.0057 0.0038 0.60 ± 0.020 %

The percent uncertainty in the dose allocation shown in Table 3.6 was the root-mean-

squared error of the relative uncertainty in the *F4 tallies from the low- and high-energy

components of the split beam. The uncertainty budget for the final dose allocation results

is shown in Table 3.7. The error in the dose allocation from the largest phantom was used

for the Type A relative standard uncertainty in the SF simulation results. The Type B
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relative uncertainty in the SF simulation results was the root-mean-squared error of the

percent differences listed in Table 6.2.

Table 3.7: Uncertainty budget in determining the dose allocation for the 120 kVp +
SF equivalent beam model.

Relative Standard Uncertainty (%)

Parameter Type A Type B
Inherent filtration 1.64 -

Bowtie filter 2.35 -
SF Simulation results 0.020 7.56
Combined uncertainty 2.86 7.56

Total uncertainty (k=1) 8.08
Expanded uncertainty (k=2) 16.2

The k=1 uncertainty or in other words the 68% confidence level for the dose allocation

was 8.08% which includes the uncertainty in the half value layer, the bowtie filter, and

the overall accuracy of the split-filter model.

3.4 140 kVp and 140 kVp + SF source model results

It was hypothesized that the spectral separation and dose allocation of a SF DECT design

will increase with a 140 kVp initial x-ray spectra by increasing the mean energy of the

high-energy portion of the beam. This work created an equivalent source model of a

140 kVp + SF in MCNP in order to investigate this hypothesis. The source of the initial

model was a soft 140 kVp spectrum created in Spektr with a 4% ripple and 0 inherent

filtration. This model was created based on measurements using the Siemens SOMATOM

Definition Edge 140 kVp beam. HVL measurements were used to determine the equivalent

inherent filtration to create an equivalent spectrum with the same HVL as the Siemens

SOMATOM Definition Edge 140 kVp beam. Profile measurements were used to confirm
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the same bowtie filter created for the 120 kVp beam. Measurements were taken using the

same set up configuration shown in Figure 3.1 and Figure 3.2. The split-filter with the

same specifications as the one used for TwinBeam was inserted into the model and the

spectral separation, effective energy, and dose allocation were then calculated using the

same methodology as described above for the 120 kVp + SF model.

3.4.1 HVL, inherent filtration, and equivalent x-ray spectrum

The equivalent spectrum of the Siemens SOMATOM Definition Edge 140 kVp beam was

determined using the same steps described in Section 3.2.1.1. A soft 140 kVp spectrum

created in Spektr was hardened by increasing the amount of inherent filtration until its

HVL was equal to that of measurements. The HVL measurements are shown in Figure

3.13. Based on measurements and Equation 3.10, the HVL of the Siemens SOMATOM

Definition Edge 140 kVp beam was 9.67 ± 0.16 mmAl. The uncertainty in the HVL

was propagated from the uncertainty in the measurements and the resulting exponential

fit to the measured data. The total uncertainty is shown in Table 3.3. The reported

HVL within the Siemens manual is 9.5 mmAl, which is well within the uncertainty in the

measured HVL.

The amount of aluminum to harden the soft 140 kVp tungsten spectrum to the same

HVL as measurements was 10.4 mm. The inherent filtration was modeled and the equiv-

alent spectrum was then tallied exiting the inherent filtration. Figure 3.14 shows the soft

spectrum determined in Spektr and the resulting equivalent 140 kVp spectrum. The mean

energy of the equivalent 140 kVp beam was 68.7 ± 0.09 keV. This is within 1% of the user
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manual reported mean value of the Siemens SOMATOM Definition Edge 140 kVp beam.

The HVL was also solved analytically from this tallied spectra in order to validate the

inherent filtration. The HVL solved analytically was 9.50 ± 0.02 mmAl which is within

the uncertainty of the measured HVL.
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Figure 3.13: Graph showing the measurements and fitted exponential curve used to
calculate the effective HVL of the Siemens SOMATOM Definition Edge 140 kVp beam.

3.4.2 Equivalent bowtie filter

Profile measurements along the 140 kVp fan beam were collected and are shown in Figure

3.15 in comparison to the 120 kVp results. Not every point that was measured for the

120 kVp was repeated, as the small subset of points showed no difference in relative

output between the 120 kVp and 140 kVp beams. The same bowtie filter was used for
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Figure 3.14: Soft 140 kVp spectra and the equivalent 140 kVp spectra to the Siemens
SOMATOM Definition Edge 140 kVp beam based on HVL.

each energy. Each measurement point was within the total k=1 uncertainty of each other.

Therefore, no alterations to the initial MCNP model of the bowtie filter were made. The

total uncertainty in each point are shown in Table 3.4.

3.4.3 Spectral separation, effective energy, and dose allocation

The same thickness and composition of the TwinBeam split-filter was placed within the

140 kVp MCNP model. Similar to the 120 kVp equivalent spectra, two *F1 tallies were

placed exiting the split filter. Energies were tallied with 150 individual tallies from 1 keV

to 150 keV. Variance reductions techniques were used to decrease the uncertainty in each

tallied bin, including forced collisions and increasing the importance of the cells along the
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Figure 3.15: Relative air-kerma measurements performed with an A28 ion chamber
along the fan beam of the Siemens SOMATOM Definition Edge at 120 kVp and 140 kVp.

beam line. The spectra of the low- and high-energy components from the 140 kVp + SF

equivalent source model are shown in Figure 3.16.

The mean energy of the low- and high-energy components of the split beam were, 71.9

± 0.72 keV and 92.9 ± 0.149 keV, respectively. The spectral separation of the equivalent

SF DECT beam with a 140 kVp initial spectrum was 21.1 ± 0.04 keV. This represents a

28% increase in spectral separation compared to TwinBeam 120 kVp + SF model.

Similar to Section 3.3.4.2, the effective energy of the low- and high-energy components

of the 140 kVp split beam were also determined. The HVL of each portion was analytically

solved using the spectra tallied exiting the split filter. The HVLs were 11.60± 0.012 mmAl

and 13.96 ± 0.022 mmAl for the low- and high-energy components of the split beam,
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Figure 3.16: Normalized spectra determined from MCNP equivalent 140 kVp source
model, the low-energy spectrum from the gold (Au) component, and the resulting high-
energy spectrum from the tin (SN) component from the 140 kVp + SF source model.

respectively. The corresponding effective energies were determined using known values

of the mass energy-attenuation coefficients of aluminum to be 73.1 ± 2.85 keV and 89.3

± 6.36 keV. The HVL of the combined beam was 11.0 ± 0.014 mmAl with an effective

energy of 69.5 keV.

The dose and dose allocation results determined from the 140 kVp + SF model are

shown in Figure 3.8. These results were determined using simulations of dose to the center

of cylindrical water phantom of varying radii and the mAs-to-dose conversion factors for

the 140 kVp beam listed in Table 3.1. The total uncertainty in the dose allocation results

were equivalent to the total uncertainty shown in Table 3.7 for the 120 kVp + SF model.
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Table 3.8: Dose and dose allocation simulated to a 0.50 cm3 volume at the center of
cylindrical water phantoms of varying radii from the 140 kVp + SF source model.

Phantom
Radius (cm)

140 + 0.05 Au
Dose (mGy)

140 + 0.6 Sn
Dose (mGy)

Dose allocation
(%)

10 0.0423 0.0245 0.63 ± 0.017 %
12 0.0327 0.0198 0.62 ± 0.017 %
15 0.0219 0.0140 0.61 ± 0.017 %
17 0.0168 0.0111 0.60 ± 0.018 %
20 0.0112 0.0077 0.59 ± 0.020 %

3.5 Discussion and conclusions

There were several reasons why an MCNP model was used to investigate split-filter

DECT. There is currently no available phantom that would be adequate enough to per-

form dose measurements from the low- and high-energy components of SF DECT sepa-

rately. As previously mentioned, it would be very difficult and time intensive to measure

the dose from SF DECT separately in a custom phantom. Also, we could not physically

perform split-filter DECT scans with a 140 kVp, even in maintenance mode. For these

reason, the methodology outlined in this work was chosen to best investigate SF DECT

at two different tube potentials.

The importance of this work is to characterize split-filter DECT, specifically the clin-

ically used TwinBeam DECT system to better understand what a split filter does to a

polyenergetic beam based on the spectral separation, effective energy, and dose alloca-

tion. These three parameters were determined from an equivalent TwinBeam model with

a 120 kVp x-ray source and a 0.05 cm Au and 0.6 mm Sn split filter. These parameters

were also determined for an equivalent model with a 140 kVp x-ray source with the same

split filter. Table 3.9 lists the compiled results from these two models.
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3.5.1 HVL and spectral separation

Each equivalent model was based on inherent filtration and bowtie filter determination

from HVL and profile measurements. The reported HVLs of the 120 kVp and 140 kVp

beams listed in the CT scanner user manual are 8.3 mmAl and 9.5 mmAl, respectively

and are within the k=2 uncertainty of the measured HVLs in this work.

The literature states that the mean energies of the low- and high-energy beams of

TwinBeam split-filter are 68 keV and 86 keV, respectively [34]. Therefore, the reported

spectral separation is 18 keV. This is a 8.69% difference in spectral separation compared

to our calculated value. This difference in spectral separation between our calculated

value and the literature reported value is most likely due to the difference in composition

of the actual materials within the beam line and the modeled inherent filtration [2].

Although both the equivalent models and the Siemens SOMATOM Definition Edge have

the same overall attenuating properties determined by HVL, the difference in inherent

filtration material will change the actual photon spectra slightly enough to change the

mean energy. In our MCNP model, the inherent filtration is strictly aluminum but the

actual design of the Siemens SOMATOM Definition Edge most likely has materials such

as beryllium, plastic, iron, or copper.

Several groups have investigated the spectral separation of DECT. Vilches et al. de-

termined the spectral separation of the Siemens Flash dual-source DECT scanner which

utilizes an 80 kVp and 140 kVp with 0.4 mm Sn. This dual-source has the greatest spec-

tral separation of 43 keV [59]. Fast kVp-switching and dual-spiral with an 80 kVp and

140 kVp have also been investigated to have about a 30 keV spectral separation, which is
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less than dual-source because there is no added filtration [93]. The spectral separation

determined from the equivalent TwinBeam model was 17 keV, which is much less than

the spectral separation of other DECT modalities. It has been established that a greater

spectral separation results in more accurate DECT images [59, 61] The small spectral

separation explains the low accuracy of TwinBeam DECT determined by Almeida et al.

[34]. Split-filter DECT with a 140 kVp initial spectrum increased the spectral separation

to 21 keV. For that reason, a split-filter DECT with 140 kVp may lead to more accurate

DECT images compared to TwinBeam. The spectral separation and effective energies

were determined both exiting the SF and at isocenter. It was concluded that for the

120 kVp + SF system, there was no difference in spectral separation at isocenter. Fu-

ture work may involve correlating the calculated spectral separation from this work with

the difference in HU of low- and high-energy images of the same scan, as HU is directly

correlated to the spectra of the imaging beam.

3.5.2 Ion chamber calibration

This work investigated the effective energy of SF DECT to determine how the change in

beam quality across the field effects dosimetric measurements with CT ionization cham-

bers. When an ion chamber gets calibrated, a Nk value is provided, which is used to

convert collected current to dose. The Nk value is specific to the effective energy of the

beam during calibration. Therefore, the physicist is recommended to interpolate a new

Nk value using the HVL of the clinical beam.
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The HVL of the 120 kVp and the individual components of the split beam were used

to calculate corresponding ion chamber calibration coefficients for common CT ioniza-

tion chambers: a Capintec PS-033, Exradin A28, and Exradin A101. These ionization

chambers were first calibrated to several moderately filter x-ray beams at the UWADCL.

The calibration results are listed in Table 3.10. The calibration coefficients were then

determined for the beams created in this work by interpolating to their corresponding

HVLs. Table 3.11 lists the all of the resulting calibration coefficients for each of the three

ionization chambers.

Table 3.10: Calibration coefficients, Nk for each of the listed ion chambers from
corresponding M-series UWADCL beams.

UWADCL Beam HVL (mm Al) PS-033 (Gy/C) A28 (Gy/C) A101 (Gy/C)

M120 6.96 5.081E+07 2.276E+08 5.190E+06
M150 10.2 5.006E+07 2.274E+08 5.114E+06
M200 14.9 5.037E+07 2.283E+08 5.078E+06

% Difference 1.5% 0.3 % 2.2%
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The 0.05 mm Sn of the SF increases the effective energy by 36% within the high-

energy region. This corresponds to a 1.2% difference in the calibration factor specifically

for the A101 ionization chamber (Table 3.10). A101 ionization chambers measure CTDI

metrics, which are used clinically to estimate CT dose. Unfortunately, CTDI metrics

underestimate actual patient dose [76]. Majority of studies that have investigated CT

dose, found loose agreement between simulated and measured dose values, which lead to

a lax acceptable error criteria of ± 20% [94]. Although the change in beam quality is

drastic across the split-beam, because of the ± 20% error criteria, no further correction is

needed when using an A101 ionization chamber to measure CTDI for split-filter DECT,

and the two components of the split beam do not need to be considered separately.

The greatest difference in ion chamber response for the PS-033 and A28 was 0.61% and

0.12%, respectively. Although these are very small energy responses, this work established

a method to determine the HVLs of split-filter DECT for proper calibration coefficient

determination.

3.5.3 Dose and dose allocation

CT dose is the biggest contribution to public radiation exposure and it is suggested that

2% of all cancers in the US are caused by CT exposure [74]. Although DECT may provide

better image quality compared to SECT, the dose should be equal to or less than the dose

from conventional SECT. Based on the results of this study, the split filter decreases air

kerma at isocenter by about 66% for the 120 kVp + SF system and 61% for the 140 kVp

+ SF system for the same mAs. These values were determined using simulations of
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air kerma then applying the mAs-to-dose coefficients listed in Table 3.1. Unfortunately,

these values only represent the total decrease in fluence due to the split-filter and not

the actual difference in dose for the same image quality. According to the literature, fast

kVp-switching DECT has 14-22% greater dose than conventional single-energy CT for

the same image quality, this is similar for dual-source and dual-spiral [95]. On the other

hand, split-filter DECT had about 14% lower dose than conventional single-energy for

the same image quality based on the results of Euler et al. [44]. Euler et al. compared

the objective image noise defined as the standard deviation of the CT numbers in the fat

and subjective image quality of composed split-filter DECT images to conventional SECT

with a retrospective study investigating contrast-to-noise ratio (CNR) of the liver [44].

Based on these findings and our results, split-filter may provide the best dose reduction of

all DECT modalities for some applications in the abdomen. The point doses determined

in this study are the groundwork needed to determine patient doses from SF DECT scans.

As expected, the overall dose from each component of the split beam was higher for

the 140 kVp + SF model compared to the 120 kVp + SF as there were more higher energy

photons. Based on the dose allocation results, it was determined that for smaller sized

phantoms (20 cm diameter), the dose from the low-energy beam was 65% of the total dose

for the 120 kVp + SF model, specifically. The dose allocation actually decreases to 63%

for the 140 kVp + SF system. Both systems result in a 60% dose allocation for the larger

40 cm diameter phantoms. These results are much greater than the recommended dose

allocation of 30% [63]. Based on this work, a 30% dose allocation is actually unachievable

with split-filter DECT because the high-energy portion of the split beam contributes less
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to the total dose, which is unlike the other DECT modalities. Therefore, future work

investigating the optimal dose allocation for split-filter DECT needs to be investigated

and this work has laid the foundation for such an investigation.

Overall, the results from this work serve as evidence to the manufacturer that it

may be beneficial to perform split-filter DECT with a 140 kVp. In order to completely

conclude any benefit in an increased tube potential, an investigation comparing actual

DECT images created from 120 kVp + SF and 140 kVp + SF would be needed.
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Chapter 4

Investigating a novel split-filter

dual-energy CT technique for

improving pancreas tumor visibility

for radiation therapy

Chapter 3 investigated the physical characteristics of split-filter DECT and compared the

results to other DECT modalities. This chapter and Chapters 5-7 investigate the limita-

tions and clinical applications of split-filter DECT in radiation therapy through several

image studies that explore the visibility of pancreas and liver tumors using TwinBeam

DECT images.

The entirety of this chapter has been published in the Journal of Applied Clinical

Medical Physics [96].
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4.1 Introduction

Pancreatic adenocarcinoma is the fourth-leading cause of cancer death in the United

States [97, 98]. Though surgery is the only established curative treatment option, 80%

of patients with pancreatic cancer are not surgical candidates. Radiation therapy of-

fers a local treatment option with recent evidence suggesting that accurately focused

dose-escalated radiation therapy may increase median survival and potential for surgi-

cal resection [69, 99]. However, radiation therapy for pancreatic adenocarcinomas can

be a challenge because they have poor innate contrast compared to surrounding healthy

pancreatic tissue [69, 100]. For radiation therapy treatment planning, the lack of tumor

contrast makes it difficult to confidently delineate the target with conventional single-

energy computed tomography (SECT) even with iodine contrast. Accurate tumor delin-

eation is crucial for successful radiation therapy [40], particularly in the pancreas where

other radiation-sensitive organs are in close proximity. Recent work has shown that dose

escalation can increase survival for pancreatic patients, further increasing the need to

clearly visualize and accurately delineate the tumor for treatment planning [9, 101]. For-

tunately, recent efforts have been dedicated to using dual-energy computed tomography

(DECT) as an optimal CT modality to increase the detectability of pancreatic tumors

[9–11, 23, 69, 99].

DECT is an imaging modality that utilizes two different photon spectra to image

patient anatomy. Since DECT provides information about the attenuation properties

of tissues at two different energies, tissues with similar density but different elemental

composition can be differentiated [67]. DECT images have significant advantages over
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conventional SECT specifically when imaging the abdomen; DECT applications in the

abdomen include, but are not limited to, depicting small liver lesions, differentiating re-

nal masses, and improving depiction of pancreas tumors [22]. Several studies have been

published that investigate the use of DECT techniques for improving pancreas tumor con-

trast. In these studies, DECT offered improvements in tumor conspicuity and delineation

compared to conventional 120 kVp CT [9, 11, 22, 30, 99].

A novel technique for single-source DECT was recently introduced as an additive

feature to the Siemens SOMATOM Definition Edge CT scanner (Siemens Healthcare,

Forchheim, Germany). The SOMATOM Definition Edge is now available with a remov-

able gold and tin split-filter for DECT acquisition, known as TwinBeam (TwinBeam Dual

Energy; Siemens). This system may offer a cost-effective solution for DECT applications

in radiation therapy. The TwinBeam system is an innovative DECT modality that utilizes

a split-filter to spatially separate a helical 120 kVp x-ray beam into a low- and high-energy

beam along the longitudinal axis. TwinBeam allows for the low- and high-energy data of

the same location in the patient to be acquired within two tube rotations. The temporal

coherence between the low- and high-energy acquisition gives TwinBeam the capability to

image dynamic contrast, making this modality a candidate for DECT imaging of pancre-

atic adenocarcinoma where iodine contrast is needed to differentiate healthy pancreatic

tissue from tumor. However, in comparison to other dual-energy techniques that utilize

a low-energy 80 kVp beam and high-energy 140 kVp beam, the split-filter technique of

TwinBeam has inferior spectral separation [34, 35]. The effects of this limited spectral

separation on image quality, specifically in the pancreas have yet to be investigated.
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Though some studies have investigated the image quality of TwinBeam DECT scans

[34, 47], none have investigated its utility for radiation therapy treatment planning, nor

have any studies investigated the use of TwinBeam for identifying and delineating pan-

creatic tumors. This work investigates tumor contrast while considering the noise charac-

teristics by calculating tumor contrast-to-noise-ratios (CNR). CNR offers a more compre-

hensive view of image quality as both contrast and noise play a role in tumor segmentation

during the treatment planning process. To the authors’ knowledge, there has not been any

study to date that investigates the contrast between healthy pancreatic parenchyma and

the entire gross target volume (GTV), rather a selected subsection of the GTV through a

small region of interest (ROI) within the tumor. The goal of this work is to quantitatively

determine if the split-filter DECT technique of TwinBeam can improve the contrast and

the CNR of pancreatic GTVs with the long-term goal of improving tumor delineation for

radiation therapy treatment.

4.2 Materials and methods

4.2.1 Patients and CT simulation

Following Institutional Review Board approval, a retrospective study was performed for

patients who were treated for pancreatic adenocarcinoma at our institution using radi-

ation therapy between June 2016 and November 2017. The study population included

20 patients (13 males, 7 females) with histologically proven pancreatic adenocarcinoma

(mean age 69.6 years: range: 50-86, mean weight 90.3 kg: range 50.8-146.1). Biopsy
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results were determined surgically or with fine needle aspiration. The study popula-

tion included stage IB-IV pancreatic adenocarcinomas that were resectable, borderline

resectable, or unresectable. Two tumors were located in the tail of the pancreas and 18

tumors were located in the head of the pancreas with the longest dimension ranging from

about 1.5 – 4 cm. All patients were simulated on the Siemens SOMATOM Definition Edge

CT scanner (Siemens Healthcare, Forchheim, Germany) for radiation therapy planning

purposes. Patients were imaged during maximum inhalation breath hold guided using the

Varian RMPTM system (Real-time Position Management, Varian Medical Systems, Palo

Alto, CA) to minimize motion, Vac-LokTM (CIVCO Radiotherapy) cushions were used

as immobilization devices. Each patient received IV nonionized iodine contrast medium,

OMNIPAQUETM, during CT simulation and two phases of contrast were imaged. All

patients had both the pancreatic and portal venous phase scans, except for one patient

who only received a portal venous phase scan. The delays were customized on a patient-

per-patient basis using a bolus tracking technique. The average delay was 32 seconds

(ranged of 30.5-40 seconds) and 62 seconds (range of 54-70 seconds) for the start of the

pancreatic and portal venous phase scans, respectively. The average scan time was 10

seconds with the pancreas tumor located in the center of the scan. Therefore, the center

of the tumor was imaged roughly 37 and 67 seconds after iodine contrast injection for the

pancreatic and portal venous phase scans, respectively.

Due to the added beam filtration of the TwinBeam system, roughly two-thirds of

the x-ray beam is filtered prior to reaching the patient. As a result, large tube currents

are required to achieve CTDIvol similar to conventional SECT acquisitions. Due to tube
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current limitations, patient size, and scan length requirements for individual patients,

the imaging protocol varied from patient to patient. The machine effective mAs ranged

between 1350 and 1500 mAs. The automatic tube current modulation was not used, and

the CTDIvol ranged from 21.6 to 33.6 mGy. Images were acquired with a pitch of 0.3 to

0.45, a rotation time of either 0.5 or 1 second per rotation and reconstructed at a slice

thickness of 3 mm.

4.2.2 Image reconstruction

The Siemens Syngo.via software was used to reconstruct virtual monoenergetic images,

called Monoenergetic Plus images, as well as images that mimic the appearance of conven-

tional single-energy 120 kVp images, called mixed images. A mixed image is a weighted

sum with of the low- and high-energy datasets to create an image with HU values equiv-

alent to a SECT image at 120 kVp and is therefore referred to as a 120 kVp-equivalent

image. On the other hand, the virtual monoenergetic images (VMIs) used in this study

depict how an object would appear if it was imaged using a monoenergetic x-ray source

and are reconstructed using a novel monoenergetic algorithm (nMERA) [47]. The possible

reconstructed energies for a VMI range from 40 keV to 190 keV. For this study, VMIs were

reconstructed at energies from 40-90 keV at 5 keV increments to investigate the change

in contrast and CNR as a function of energy. Based on this preliminary analysis, the

remainder of our study focused on two VMI energies: 40 keV and 57 keV. The VMI at

40 keV was chosen because it demonstrated the greatest CNR for pancreatic tumors, and

the VMI at 57 keV was chosen based on physician initial preference. Due to the increase
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in noise for low-energy VMIs, the role of iterative reconstruction on DECT images was

investigated. In addition to filtered back projection (FBP) with the D30 reconstruction

kernel, the latest generation of Siemens iterative reconstruction called Advanced Modeled

Iterative Reconstruction (ADMIRE; Siemens Healthcare, Forchheim, Germany) using the

Q30 reconstruction kernel was also used. ADMIRE is a model-based iterative reconstruc-

tion algorithm designed to decrease noise as well as metal and cone beam image artifacts

by analyzing the data in both the Fourier and image domain [47, 98]. ADMIRE was

applied to the low- and high-energy datasets individually at a strength of 2 (ADMIRE

2) out of a maximum strength of 5; level 2 represents a low to medium level of noise

suppression due to iterative reconstruction. In summary, two raw datasets were acquired

for each patient: a pancreatic contrast phase and a portal venous contrast phase. At

each contrast phase, the raw data was reconstructed using two reconstruction methods,

FBP and ADMIRE 2. For each reconstruction method, three dual-energy images were

generated: a mixed 120 kVp-equivalent image, a VMI at 57 keV image, and a VMI at

40 keV image (Figure 4.1).

4.2.3 Contrast and contrast-to-noise-ratio analysis

All dual-energy images were evaluated using the MIMvista software (MIM Software Inc.

Cleveland, Ohio). Three ROIs were created to evaluate tumor contrast and CNR. This

study assessed the whole GTV, as defined by an experienced radiation oncologist on the

pancreatic phase VMIs at 57 keV. The attenuation of healthy pancreatic parenchyma was

measured using an ROI placed near the GTV that avoided stents, macroscopic vessels,
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Figure 4.1: Images from the pancreatic (a-f) and portal venous phase (g-l) with FBP
(a-e and g-i) and ADMIRE 2 (d-f and j-l). The arrow indicates the location of the
GTV.
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and the pancreatic duct. The placement of the GTV and pancreatic parenchyma ROI

contours for a single patient is shown in Figure 4.2.

Figure 4.2: VMI at 57 keV with the pancreatic adenocarcinoma GTV contour in red
and the normal pancreas tissue contour in blue.

The mean and standard deviation of the CT numbers in the GTV and the ROI in

the healthy pancreatic parenchyma were calculated for each image dataset. Image noise

was assessed with the standard deviation of a ROI located in the erector spinae muscle

to avoid the impact of tumor heterogeneity on image noise. The size of this ROI was

consistent at 10 mm2 among all patients. GTV contrast was calculated for each image

dataset as

GTVcontrast = HUpancreas − HUGTV, (4.1)

where HUpancreas is the mean CT number of the ROI in healthy pancreatic parenchyma

and HUGTV is the mean CT number of the GTV. GTV CNR was also calculated for each
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image dataset as

GTVCNR =
HUpancreas − HUGTV

σ
, (4.2)

where σ is the standard deviation of CT numbers of the ROI located in the erector

spinae muscle. Contrast and CNR improvement provided by VMIs in comparison to

mixed 120 kVp-equivalent images was calculated.

Differences in contrast and CNR among all reconstructed datasets for a single dual-

energy acquisition were statistically analyzed using analysis of variances (ANOVA). Sta-

tistical differences in contrast and CNR between the mixed 120 kVp-equivalent images

and the VMIs reconstructed at 57 keV or 40 keV were analyzed using paired t-tests. A

P<.05 was determined as statistically significant. This study analyzed a total of 39

dual-energy acquisitions, acquired from 20 patients.

4.3 Results

To determine the reconstruction energy for the VMIs that produced the greatest GTV

contrast and CNR, VMIs were reconstructed at energies ranging from 40-90 keV at 5 keV

increments (Figure 4.3). Among all patients, the reconstruction energy at 40 keV pro-

duced the greatest contrast and CNR. Figure 4.4 shows the GTV contrast, noise, and

CNR from VMIs at energies ranging from 40-90 keV reconstructed from FBP pancre-

atic phase data. The remainder of our results focus on comparing VMIs at 40 keV and

57 keV against mixed 120 kVp-equivalent images, which were used to represent conven-

tional SECT images.
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Figure 4.3: VMIs reconstructed at 40-90 keV created from the FBP pancreatic phase
data. The arrow indicates the location of the GTV.

4.3.1 Contrast

The mean contrast values for the mixed 120 kVp-equivalent images, VMIs at 57 keV, and

VMIs at 40 keV for both contrast phases are shown in Figure 4.5. The mean ± standard

deviation (SD) GTV contrast for the pancreatic phase datasets using FBP was 15.9

± 19.9 HU for the mixed 120 kVp-equivalent images. The VMIs at 57 keV increased the
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GTV contrast to 40.7 ± 27.7 HU, which represents a 219% increase in contrast (P=.0025).

The VMIs at 40 keV increased the GTV contrast to 93.7 ± 49.6 HU for a mean contrast

improvement of 665% compared to the mixed 120 kVp-equivalent images (P<.0001). The

mean ± SD GTV contrast for the portal venous phase datasets using FBP was 6.01 ±

15.2 HU, 16.4 ± 20.9 HU, and 41.5 ± 34.9 HU for the mixed 120 kVp-equivalent images,

VMIs at 57 keV, and the VMIs at 40 keV, respectively (P<.0001). The GTV contrast

was greater for all pancreatic phase images when compared to the portal venous phase

images (P<.0001). On average, images reconstructed with ADMIRE had slightly greater

contrast, but this improvement was statistically insignificant (P=.8717). The mean ±

SD GTV contrast for the pancreatic and portal venous phase datasets reconstructed with

the FBP or ADMIRE and P values are displayed in Table 4.1.
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Figure 4.4: The GTV contrast (a), image noise (b), and CNR (c) for VMIs at energies
ranging from 40-90 keV normalized to the values at 40 keV. These VMIs were recon-
structed from FBP pancreatic phase data. Error bars represent the standard deviation
amongst all patients.
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4.3.2 Noise

The mean ± SD image noise of the mixed 120 kVp-equivalent images, VMIs at 57 keV,

and VMIs at 40 keV with the FBP was 13.2 ± 4.38 HU, 20.3 ± 8.45 HU, and 28.0 ±

12.5 HU, respectively, averaged over the pancreatic and portal venous phase datasets

(P<.0001). There was no difference in image noise between the two contrast phases

(P=.919). The image noise was 52% higher for the VMIs at 57 keV and 110% higher

for VMIs at 40 keV compared to the mixed 120 kVp-equivalent images. ADMIRE 2

decreased image noise to 10.6 ± 3.69 HU, 15.8 ± 6.09 HU, and 22.2 ± 9.02 HU for the

mixed 120 kVp-equivalent images, VMIs at 57 keV, and VMIs at 40 keV, respectively

(P<.0001). ADMIRE 2 decreased image noise by 19.3 ± 4.87% throughout all images.

4.3.3 Contrast-to-noise ratio

The mean CNR for the mixed 120 kVp-equivalent images and the VMIs reconstructed at

57 keV and 40 keV for both the pancreatic and portal venous phases are shown in Figure

4.5. The mean ± SD for GTV CNR for the pancreatic phase datasets reconstructed with

FBP was 1.37 ± 2.05, 2.41 ± 2.15, and 3.86 ± 2.78 for the mixed 120 kVp-equivalent im-

ages, VMIs at 57 keV and VMIs at 40 keV, respectively (P =.0057). The pancreatic phase

VMIs with the FBP at 57 keV and 40 keV increased CNR by a mean of 109% and 270%,

respectively, compared to the mixed 120 kVp-equivalent images (P=.140, P=.00261).

ADMIRE further improved CNR for all images. For the pancreatic phase, ADMIRE 2

increased CNR in the VMIs at 40 keV from 3.86 ± 2.78 to 4.94 ± 3.61 (P>.0001).
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4.4 Discussion

In this study, TwinBeam was investigated to improve the delineation of pancreatic ade-

nocarcinoma for radiation therapy treatment planning. VMIs acquired using TwinBeam

were compared against mixed 120 kVp-equivalent images, which served as a baseline since

these images represent conventional single-energy CT images. Entire pancreas GTVs were

analyzed rather than small ROIs placed within the tumors because the contrast and CNR

calculated from a ROI do not represent the detectability of the entire tumor volume. Sig-

nificantly greater GTV contrast and CNR was achieved in the low-energy VMIs, with

the greatest CNR occurring at the lowest reconstructed energy of 40 keV. CNR improve-

ments of up to 500% were found from the VMIs at 40 keV when compared to the mixed

120 kVp-equivalent images. As expected, the noise of the VMIs increased with a decrease

in energy and was the greatest for the VMIs at 40 keV. The use of iterative reconstruction

(ADMIRE) at a strength of 2 decreased noise by about 20% throughout all images, and

further improved the CNR of the VMIs. This is consistent with other published data

which demonstrated that low-contrast detectability is increased by decreasing noise of

DECT images using iterative reconstruction [39, 47, 98]. This data suggests that the

best tumor visibility can be achieved by contouring on VMIs at 40 keV with ADMIRE,

though this may still depend on physician preference, window and leveling. While in-

creasing the strength of iterative reconstruction may further improve CNR [102], further

investigation into the effects of ADMIRE on edge detection and tumor delineation is

needed. In addition, further investigation is needed to determine the impact of increased

CNR in VMIs on the accuracy of tumor delineation. DECT images were acquired at two
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different contrast phases, pancreatic and portal venous. The pancreatic phase demon-

strated greater GTV contrast and CNR compared to the datasets acquired during the

portal venous phase, suggesting that the pancreatic phase is superior for tumor delin-

eation. This agrees with published data [99, 100] and is expected because the timing of

the pancreatic phase is designed to maximize tumor-to-parenchymal attenuation differ-

ences. DECT further improved the contrast and CNR for both contrast phases; however,

the improvement for both metrics was greater for the pancreatic phase. The mean in-

crease in CNR for the VMIs at 40 keV compared to the mixed 120 kVp-equivalent images

was 8% greater for the pancreatic phase than the portal venous phase. This demonstrated

that the TwinBeam system can exploit subtle differences in iodine uptake better than

conventional single-energy imaging.

While the use of TwinBeam DECT for imaging pancreatic adenocarcinomas has not

been previously investigated, others have reported improvements in pancreatic tumor

contrast and CNR using a fast-kVp switching and dual-source DECT [11, 35, 47]. Patel

et al. calculated contrast and CNR values from VMIs using a fast-kVp switching DECT.

The contrast values from Patel et al. were higher than the contrast values calculated

with TwinBeam for comparable VMIs. This discrepancy in contrast is likely attributed

to differences in calculation techniques. Patel et al. calculated contrast values using a

small ROI optimally placed inside the tumor, while our study calculated contrast using

the entire GTV. Incorporating the entire GTV resulted in lower contrast values, however

these values are more relevant for radiation therapy, where the entire tumor volume must

be accurately segmented. Also, the image noise from TwinBeam (27.9± 11.5 HU for VMIs
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at 40 keV) was lower than the values reported by Patel et al. (58.9 ± 16.7 HU for the VMIs

at 45 keV). The reconstruction algorithm used to create the VMIs from TwinBeam data is

a novel monoenergetic reconstruction algorithm (nMERA) that performs regional spatial

frequency-based recombination of high attenuation at low photon energy images and

lower image noise at higher photon energies to obtain the best possible image noise level.

This algorithm is different than the standard monoenergetic reconstruction algorithm

(sMERA) [47]. The difference in noise characteristics between the DECT systems results

in different VMI energies producing the greatest CNR. The VMI energy that produced

the greatest CNR was 40 keV for the TwinBeam system, while the optimal energy varied

by patient (52.5 ± 7.7 keV) for the kVp-fast switching technique [11]. Overall, comparable

values of CNR were found between TwinBeam and fast-kVp switching DECT techniques,

especially at the optimal energy for each system (3.86 ± 2.78 for TwinBeam and 3.09 ±

2.0 for kVp fast-switching).

Frellesen et al. also investigated contrast and CNR values from VMIs for pancreatic

tumors but for a dual-source DECT technique. Frellesen et al. also used a small ROI

placed within the pancreatic adenocarcinoma, rather than the entire GTV as used in

this study. In comparison to their work, the image noise of mixed 120 kVp-equivalent

images from TwinBeam with ADMIRE 2 (10.7 ± 4.02 HU) is comparable to image noise

values from dual-source DECT (10.69 ± 3.57 HU) [47]. TwinBeam demonstrated inferior

CNR values for pancreatic adenocarcinomas when compared to the dual-source technique

for VMIs at 40 keV calculated with nMERA (4.94 ± 3.61 for TwinBeam and 26.29 ±

16.83 for dual-source). This discrepancy in CNR may be attributed to the difference in
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calculating contrast between using a small ROI and the entire GTV. This comparison

is significant as it quantifies CNR values that are achievable with the limited spectral

separation inherent in the TwinBeam system when compared to DECT systems with

greater spectral separation. This work also demonstrated comparable image noise of

mixed 120 kVp-equivalent images between TwinBeam and dual-source systems. This

comparison highlights that in addition to the spectral separation between different dual-

energy CT systems, the gain in CNR also depends on the algorithm used to generate

monoenergetic images.

4.5 Conclusion

TwinBeam is a new single-source DECT, which may aid in tumor delineation for radia-

tion therapy treatment planning. TwinBeam shows promise for DECT simulations, which

aim to capture a dynamic bolus of contrast. This work demonstrates that VMIs recon-

structed using the TwinBeam system provide greater CNR between pancreatic tumors

and healthy pancreatic parenchyma than virtual single-energy CT images. For pancre-

atic tumors which are historically difficult to differentiate, this increase in CNR may

increase the ability to accurately segment these tumors for radiation therapy treatment

planning, which has the potential to lead to more effective radiation therapy treatment.

However, definitive improvements in tumor delineation cannot be stated without further

investigation of pancreas GTV segmentation reproducibility and accuracy.
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Chapter 5

Investigating a novel split-filter

dual-energy CT technique for

improving liver tumor visibility for

radiation therapy

The entirety of this chapter has been published in the Journal of Applied Clinical Medical

Physics [103].

5.1 Introduction

Liver cancer is one of the leading causes of cancer-related deaths in the United States.

Unfortunately, at the time of diagnosis, the majority of cases are advanced and not candi-

dates for curative treatment. Surgical resection is the established curative treatment but
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because of the extent of the majority of liver tumors and their venous involvement at diag-

nosis, they are unresectable. Radiation therapy is the most common localized treatment

option for unresectable liver cancers, and recent studies have shown that dose-escalated

stereotactic body radiotherapy (SBRT) improves local control and may decrease tumor

size for resection [24]. However, dose-escalated SBRT requires precision targeting which

can be challenging due to inaccurate liver tumor delineation on conventional computed

tomography (CT) images [24]. Several studies have demonstrated that dual-energy CT

(DECT) greatly improves the delineation and conspicuity of liver tumors [7, 22].

DECT is the acquisition of two 3-dimensional attenuation datasets using both a low-

and high-energy photon spectra during a single CT protocol. The low and high energy

spectra are commonly achieved through fast kVp switching, two sequential scans, dual-

layer detector, or two x-ray sources. The low- and high- energy spectra are also achievable

by placing filters within the beam to alter the mean energy of the spectra. DECT allows

for the differentiation of tissues with the same density but different elemental composition.

DECT has significant advantages over conventional SECT, specifically when imaging

the abdomen [22]. When imaging the liver, low-energy images created from sequential

scanning and fast kVp-switching DECT have been shown to increase iodine conspicuity

and increase contrast of hyper-vascular liver tumors, including hepatocellular carcinomas

(HCC) and metastases [7, 70, 71, 104].

When considering the type of DECT modality, greater spectral separation results

in better tissue differentiation, and greater temporal coherence between the low- and

high-energy acquisitions reduces the impact of artifacts for dynamic contrast imaging.
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In addition to the previously mentioned techniques, single-source DECT can also be

achieved using a split-filter technique available on the Siemens SOMATOM Defintion

Edge CT scanner (Siemens Healthcare, Forchheim, Germany). The Edge has an acquisi-

tion technique known as TwinBeam which introduces a gold and tin split-filter for DECT

acquisition. TwinBeam is a cost-effective and innovative DECT system with high tem-

poral coherence compared to other DECT modalities such as Dual Spiral. The low- and

high-energy datasets are acquired within two tube rotations making this modality ap-

plicable for dynamic contrast imaging. Therefore, TwinBeam may also be beneficial for

abdominal cancer imaging since studies have shown that two-phase imaging increases the

detection of liver tumors [105]. However, a disadvantage of TwinBeam is a lower spectral

separation and, consequently, an inferior ability to differentiate tissues in comparison to

other DECT techniques [7, 106, 107]. DECT techniques that utilize a low-energy 80 kVp

and high-energy 140 kVp beams have been shown to increase liver tumor detection, but

there has not been any study investigating the benefits of TwinBeam DECT on liver

tumor delineation for radiation therapy applications. Much like a recent study that in-

vestigated the delineation of pancreas tumors using TwinBeam, this work investigates the

gross target volume (GTV) contrast and contrast-to-noise ratio (CNR) [96]. This work

investigates several types of liver tumors, unlike recent DECT studies that have solely

investigated hypo- or hyper-vascular liver tumors [7, 24, 70, 71, 105]. Liver metastases,

hepatocellular carcinomas (HCC), and cholangiocarcinomas are all included for investi-

gation in this work. The goal of this work is to quantitatively determine if TwinBeam

DECT can improve the contrast and CNR of liver tumors, in comparison to conventional
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single-energy CT imaging methods, with the long-term goal of improving the delineation

of these tumors for radiation therapy treatment planning purposes.

5.2 Methods

5.2.1 Patient population and CT simulation

Patient information was collected for this study after Institutional Review Board approval

for patients who received dual-energy imaging at CT simulation for radiation therapy at

our institution between June 2016 and August 2018. Of the 20 patients with liver cancer

that were included in this study, 14 were male and 6 were female. The mean ± SD (range)

of age was 67.1 ± 10 years: (39-83) year. The mean ± SD (range) of weight was 82.5

±12 (56.8-107.9) kg. On the basis of either histopathologic analysis or imaging follow

up, 6 tumors were diagnosed as intrahepatic cholangiocarcinoma, 10 as metastatic liver

cancer, and 4 as hepatocellular carcinoma. The study population included Stage I-IV

liver cancer and Stage IV cancer of the esophagus, colon, and rectum that metastasized

to the liver. The longest tumor dimension ranged from 1-14 cm.

The image acquisition has been thoroughly described in a previous study investigating

pancreas tumors [96]. For this study, all patients were imaged with a dual-phase imaging

protocol. The arterial and venous phase scans were acquired using patient-specific delays

based on automatic bolus tracking of the abdominal aorta. Once the iodinated contrast

medium was administered, a 15 seconds timer initiated the monitoring of mean HU within

the descending abdominal aorta. Once the threshold of 75 HU was reached, the set delay
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times were adjusted based on the duration of each scan so that the center of each scan was

6 and 16 seconds post trigger for the arterial and portal venous phase, respectively. The

effective mAs for the scans ranged between 1350 and 1500 mAs. Automatic tube current

modulation was not used, and the CTDIvol ranged from 20.06 to 27.73 mGy. Images were

acquired with a pitch ranging from 0.25 to 0.45, a rotation time of either 0.5 or 1 second

per rotation, and reconstruction slice thickness of 3 mm. The arterial and venous phase

datasets were acquired for all patients with the exception of one where only the venous

phase was acquired.

Prior to radiation treatment planning, all patients were simulated on the Siemens

SOMATOM Definition Edge with TwinBeam during maximum inhalation breath hold

using the Varian RPMTM guided system (Real-time Position Management, Varian Med-

ical Systems, Palo Alto, CA) to minimize motion. Vac-LokTM (CIVCO Radiotherapy)

cushions were used as immobilization devices. All patients were scanned with a dual-

phase imaging protocol with the same amount of OMNIPAQUETM IV nonionized iodine

contrast medium regardless of patient weight. A bolus tracking technique was used to

achieve the appropriate delay times.

5.2.2 Image reconstruction

Each raw dataset was reconstructed using the Siemens iterative reconstruction algorithm,

ADMIRE, at a strength of 2 out of 5. ADMIRE 2 was used because it has shown

to decrease image noise by 20% and is preferred strength by clinicians [96]. A mixed

120 kVp-equivalent image, a virtual monoenergetic image (VMI) at 57 keV, and a VMI
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at 40 keV were then generated for each phase, for a total of 6 different image sets for

each liver tumor case (Figure 5.1). The VMIs at 57 keV and 40 keV were generated using

the Siemens Monoenergetic + application as opposed to the tradition monoenergetic

reconstruction.

Figure 5.1: Mixed 120 kVp-equivalent image, virtual monoenergetic image at 57 keV
(VMI 57 keV), and VMI at 40 keV from the arterial and venous phase, illustrating the
six datasets analyzed for each patient. The arrow indicates the location of the GTV.

5.2.3 Contrast and contrast-to-noise ratio

The MIMvista software (MIM Software Inc. Cleveland, Ohio) was used to analyze each

image. The entire liver gross target volume (GTV) was segmented by an experienced

radiation oncologist on the arterial phase VMI at 57 keV, similar to what is done for

radiation treatment planning at our institution. To investigate liver tumor GTV contrast,

the surrounding healthy liver tissue was assessed using a nearby region of interest (ROI)

placed within a homogenous region of healthy liver parenchyma avoiding any vessels and

bile ducts. A 10 mm2 ROI placed within a homogeneous region of the erector spinae

muscle was used to assess image noise. GTV contrast was calculated as the absolute
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difference in HU between the healthy liver parenchyma and GTV,

GTVcontrast = |HUliver − HUGTV|. (5.1)

GTV contrast was divided by the standard deviation of the ROI located in the erector

spinea muscle to calculate GTV CNR,

GTVCNR =
|HUliver − HUGTV|

σ
. (5.2)

The absolute contrast difference was used to calculate GTV contrast and CNR in order

to analyze hypo-attenuating and hyper-attenuating liver tumors using the same method-

ology.

MATLAB was used for all statistical analyses. Variance component analysis (ANOVA)

was used to assess the difference in contrast, noise, and CNR among the three different

DECT images. ANOVA is used to determine whether a responsible variable (contrast,

noise, or CNR) varies among different groups (mixed, VMI 57 keV, and VMI 40 keV) by

returning a resulting P value. The difference in GTV contrast and CNR between the

mixed 120 kVp-equivalent images and VMIs was analyzed using paired t-tests. Statistical

significance was determined using a P value less than 0.05.
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5.3 Results

5.3.1 Absolute contrast

Table 5.1 lists the mean liver GTV contrast from the mixed 120 kVp-equivalent images,

VMIs at 57 keV, and VMIs at 40 keV for both arterial and venous phases. The mean

± standard deviation (SD) GTV contrast for the arterial phase and venous phase from

all datasets was 12.1 ± 10.0 HU and 19.5 ± 13.4 HU for the mixed 120 kVp-equivalent

images, respectively. The VMIs at 57 keV had a greater GTV contrast of 21.5 ± 15.4 HU

and 30.9 ± 18.7 HU for the arterial and venous phase respectively, representing a 77% and

58% increase (P=.04 and .03). The VMIs at 40 keV showed the greatest GTV contrast

of 43.1 ± 32.3 HU and 54.3 ± 32.6 HU for the arterial and venous phase respectively,

which represent a 255% and 179% increase from the mixed 120 kVp-equivalent images

(P<.001). Although on average the venous phase showed the greatest GTV contrast,

some cases had a greater GTV contrast during the arterial phase.
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5.3.2 Noise

There was no statistical difference in noise between the arterial and venous phase across

all images (P>.05). The mean ± SD image noise of the mixed 120 kVp-equivalent images,

VMI at 57 keV, and VMIs at 40 keV was 8.1 ± 1.6 HU, 12.7 ± 2.0 HU, and 18.0 ± 2.7 HU,

respectively (P<.001). Image noise was about 50% higher for the VMIs at 57 keV and

120% higher for the VMIs at 40 keV compared to the mixed 120 kVp-equivalent images.

5.3.3 Contrast-to-noise ratio

The mean ± SD of GTV CNR across all tumor cases investigated are listed in Table 5.1.

The arterial phase datasets showed an 8% and 50% increase in mean GTV CNR for the

VMIs at 57 keV and 40 keV compared to the from mixed 120 kVp-equivalent. This gain

in CNR was statistically insignificant (P=.80, P =.13). For the venous phase datasets,

there was no statistical difference in GTV CNR between the mixed 120 kVp-equivalent

images and VMIs at 57 keV (2.4 ± 1.7 and 2.4 ± 1.5). There was however a 24% increase

in GTV CNR from the mixed 120 kVp-equivalent images to the VMIs at 40 keV (P=.31).

Although there was no statistical difference in mean GTV CNR, there were cases where

the VMIs showed much greater GTV CNR compared to the mixed 120 kVp-equivalent

images. Figure 5.2 and 5.3 show two specific cases where the VMIs provided gain in GTV

CNR. For the arterial phase of case 1, the GTV CNR was increased from 0.85 to 3.41

and 6.00 for VMI at 57 keV and 40 keV compared to the mixed 120 kVp-equivalent image.

For the venous phase of case 2, the GTV CNR was increased from 1.97 to 2.61 and 3.78

for VMI at 57 keV and 40 keV compared to the mixed 120 kVp-equivalent image.
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Figure 5.2: Mixed, VMI at 57 keV, and VMI at 40 keV of two tumor cases that showed
the greatest tumor contrast during the arterial phase (Case 1) and during the venous
phase (Case 2). The arrow indicated the location of the tumor.
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Figure 5.3: GTV CNR from Case 1 and Case 2 illustrated in Figure 5.2.
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5.4 Discussion

This study investigated TwinBeam DECT images with the goal of improving the delin-

eation of liver tumors for radiation therapy purposes. Virtual monoenergetic images from

TwinBeam dual-energy data were compared to mixed 120 kVp-equivalent images by quan-

tifying changes in GTV contrast and CNR for liver tumors. Mixed 120 kVp-equivalent

images created from TwinBeam DECT data represent the baseline GTV contrast and

CNR expected from conventional single-energy CT images.

On average, VMIs at 57 keV increased GTV contrast by 68% compared to mixed

120 kVp-equivalent images. VMIs at 40 keV increased GTV contrast by 215% compared

to mixed 120 kVp-equivalent images. This is as expected because the attenuation of iodine

increases with deceasing energy. Although on average the venous phase demonstrated

greater GTV contrast, not all tumor cases followed this trend. Different liver tumors have

different enhancement properties [24, 105], which is illustrated by the fact that some cases

showed greater GTV contrast during the arterial phase compared to the venous phase

(Figure 5.2 and 5.3). These results support other studies which say that dual-phase

imaging is crucial for liver tumor detection as both phases may aid in tumor visualization

[7].

This is one of the first studies to investigate the conspicuity of entire liver tumors

with dual-energy CT [7, 70, 71, 104]. The investigation of contrast and CNR of the

entire liver GTV rather than just a small ROI is relevant to radiation therapy as the

entire tumor needs to be segmented for accurate treatment, and optimally placed ROIs

do not represent the detectability of the entire GTV. Other studies have investigated the
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use of DECT images for liver tumor detection using optimally-placed small ROIs and

found that lower energy images provide greater tumor conspicuity [7, 70]. Robinson et

al. investigated the conspicuity of hypo-vascular liver metastases using 80 kVp images

and virtual 120 kVp images from sequential scanning DECT [71]. Since Robinson et al.

used small ROIs placed within the liver lesion rather than the entire GTV to calculate

contrast, the resulting values were much higher compared to our study (78.37 ± 24.6 HU

for the 80 kVp image and 56.89 ± 17.9 HU for the virtual 120 kVp image compared to

54.9 ± 32.2 HU for the VMIs at 40 keV and 19.5 ± 13.4 HU for mixed 120 kVp-equivalent

images in our study). Sequential scanning DECT has greater spectral separation and

lower image noise compared to TwinBeam DECT [34]. Therefore, the superior DECT

technique and the use of optimally-placed ROIs are likely factors that resulted in the

Robinson et al. study achieving statistically greater CNR values while our study did not.

Marin et al. investigated hyper-vascular liver tumors on 80 kVp and 140 kVp images

from sequential scanning DECT. Marin et al. also calculated CNR using a small ROI

placed within the liver lesion and found higher CNR values than in our study. Marin

et al. CNR values were 6.4 ± 1.0 and 8.2 ± 1.0 for the 140 kVp and 80 kVp images,

respectively which is greater than the mean ± SD GTV CNR of 2.9 ± 1.8 for the VMIs

at 40 keV from our study. Marin et al. investigated a total of 83 hyper-vascular liver

tumors and Robinson et al. investigated 44 hypo-vascular tumors. One limitation of

our study is that only 20 tumor cases of varying diagnosis and enhancement properties

were investigated. A greater subject population of a single tumor type may improve the

statistics of our study. Another limitation of our study is that the mean HU within the
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GTV and healthy tissue ROI was used rather than median HU. This could have caused

our results to be subject to outliers and not truly represent detectability. The use of

median HU may improve contrast and CNR values and better represent detectability.

As expected, image noise was the greatest for the VMIs at 40 keV even with the use

of ADMIRE at a strength of 2. This agrees well with published data [96]. Although the

GTV contrast was significantly greater in the VMIs than the mixed 120 kVp-equivalent

images, the gain in contrast did not completely overcome the increase in image noise for

every case. One potential explanation as to why the low-energy VMIs on average did

not provide statistically greater CNR is that this study investigated entire liver GTVs

to calculate CNR rather than small optimally-placed ROIs. Liver tumors can be very

heterogenous due to vascular heterogeneity causing regions of hypoxia or regions of greater

enhancement. These hypo- or hyper-intense regions will then get averaged out when

considering the GTV as a whole. Figure 5.4 shows examples of heterogenous tumors

from our study. For these specific cases, the VMIs at 40 keV did not have a greater GTV

CNR than the mixed 120 kVp-equivalent images. We did however, separate the cohort

based on tumors that were not visually heterogenous, and although the sample size was

small, we did see significant improvements in CNR with the VMI at 40 keV for these

specific cases. This included both hypo- and hyper-attenuating tumors.

The heterogeneity of the GTV and the use of a small ROI was further investigated for

Case 5. Figure 5.5 shows the histograms of the GTV of Case 5. These histograms provide

a quantitative depiction of the heterogeneity of the tumor and one can conclude that an

ROI placed in a high contrast region will provide different CNR values than the average
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Figure 5.4: Mixed, VMI at 57 keV, and VMI at 40 keV of heterogenous tumors during
the phase with the greatest GTV contrast. The arrow indicates the location of the GTV.

value of the entire GTV. The CNR calculated from the GTV of Case 5 was 1.93 and

0.25 for the mixed 120 kVp-equivalent and VMI at 40 keV image, respectively. When an

optimally-placed ROI was used to calculated CNR, the values increased to 8.37 and 9.53

for the mixed and VMI at 40 keV, respectively. This example demonstrates that the VMIs

at 40 keV can provide a greater CNR than the mixed 120 kVp-equivalent image when an

optimally-placed ROI is used. Therefore, it is hypothesized that if ROIs were used to

calculate contrast and CNR for all cases similar to previous studies, then the calculated

CNR would be significantly greater for TwinBeam low energy VMIs. As previously stated,

the use of small ROIs to determine tumor conspicuity is not as meaningful for radiation

therapy applications.
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Figure 5.5: Histograms of the liver GTV from the mixed 120 kVp-equivalent image,
VMI at 57 keV, and VMI at 40 of Case 5 of Figure 5.4. The y-axis is the percent
of the total number of pixels within the GTV with that specific HU value with 1 HU
bin widths. This graph illustrates the increase in GTV heterogeneity with low-energy
VMIs.

5.5 Conclusion

Overall, TwinBeam is a cost effective, single-source DECT that can be used for dynamic

contrast imaging. TwinBeam VMIs at 40 keV demonstrated greater contrast of liver tu-

mors, and for some cases, these images provided greater CNR than conventional single

energy CT images (Figure 5.2 and Figure 5.3). This was not true for all cases investi-

gated, which is why on average there was not a statistically significant increase in CNR

for low-energy VMIs. The tumors investigated for this study were very heterogeneous, so

a texture analysis study of these cases is suggested, as results may lead to other methods
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of using TwinBeam DECT for radiation therapy purposes. Texture analysis may reveal

that for cases where TwinBeam DECT imaging does not improve CNR, it may improve

the edge detection for liver tumors or enhance other imaging features that may aid in

tumor delineation. A contouring study investigating the reproducibility and accuracy of

GTV contours is also suggested as it may determine other clinical implications Twin-

Beam DECT images have in the field of radiation therapy. Results from a contouring

study may also determine if the quantitative increase in absolute contrast correlates with

improvements in lesion detectability and a decrease in contour variability.
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Chapter 6

Iodine quantification and texture

analysis in tumor and healthy tissue

of the pancreas and liver using

split-filter DECT images

6.1 Iodine quantification accuracy from split-filter DECT

iodine-enhanced images

The low- and high-energy images acquired with DECT are used as inputs for material

decomposition algorithms to create clinically relevant images, two of which are virtual

non-contrast and iodine-enhanced images. As explained in Chapter 1, these images are
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paired images created by decomposing the injected iodine contrast medium and under-

lying soft tissue using a three material decomposition of iodine, fat, and liver soft tissue.

Iodine-enhanced images from DECT are of high interest within the field of radiation on-

cology and radiology as they have been proven as alternatives to perfusion imaging and

aid in the detection of hyper-vascular liver lesions [108, 109]. The accuracy of iodine

material decomposition has been investigated using a single large phantom with six dif-

ferent commercially available DECT scanners: fast kilovolt peak–switching, dual-source,

split-filter, sequential-scanning, and dual-layer detector [51]. It was concluded that iodine

accuracy varies among systems, but dual-source and fast kilovolt-switching generally pro-

vided the most accurate results and that the accuracy depends on phantom size. Across

all systems investigated, iodine quantification was accurate to within 10% of the expected

value [51]. Jacobsen et al. (2018) mentions that the accuracy of TwinBeam split-filter

depends on additional calibration and without it, iodine error can be up to 37% at low

iodine concentrations of 2 mgI/mL. The “calibration” mentioned in this study involved

altering the default CT number for water on the high-energy (tin-filter) image to 3 HU

within the Syngo.via vendor software. This alteration was advised by the manufacturer

but no validation of its origin is provided nor its application to different phantom sizes.

The inaccuracy in TwinBeam iodine material decomposition, the lack of guidance in the

calibration to improve accuracy, and the lack of knowledge of its accuracy as a function

of size are the main motivations for this work.

This work will create a methodology to accurately determine the iodine concentration



www.manaraa.com

116

from TwinBeam iodine-enhanced images and is the first study to accurately determine io-

dine concentration in-vivo from patient images. First, the accuracy of the vendor software,

Syngo.via (VB30; Siemens Healthineers), to determine concentration within a region of

interest (ROI) within a head and abdomen phantom will be determined. Due to limita-

tions of the Syngo.via software at the time of this work, concentration values were limited

to a 2D ROI on an axial slice. Therefore, a method to calculate concentration within

volumetric contours was developed and the accuracy of this method was investigated.

This was also performed for sequential scan DECT to compare the accuracy of the two

DECT modalities and to compare to the results of Jacobsen et al. (2018) [51]. Siemens

sequential scan DECT modality is referred to as Dual Spiral, while Siemens split-filter

DECT modality is referred to as TwinBeam.

The second part of this work will determine patient size-specific iodine concentration

calibration curves from TwinBeam DECT images. This information is important to

investigate, since iodine concentration in-vivo is hypothesized to be dependent on patient

size [51]. This methodology has never been done before and will provide information to

correlate concentration of iodine with tumor contrast.

6.1.1 Introduction

Siemens’ commercially available post-processing software, Syngo.via gives the user the

ability to determine the iodine concentration within a specified circular 2D region of

interest (ROI) from an axial slice of an iodine-enhanced image reconstructed from the

low- and high-energy DECT data. This work investigates iodine-enhanced images with
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respect to phantom size and determines the calibration curves needed to correlate iodine-

enhanced image value in a volumetric contour to iodine concentration. Iodine-enhanced

images are a type of dual-energy post-processing image where the uptake of iodine contrast

medium is mapped separate from the underlying soft tissue.

The main aims of this project are to investigate the accuracy of iodine concentration

from a 2D ROI in Syngo.via and to develop a methodology to calculate iodine concen-

tration in a volumetric contour from an iodine-enhanced image that accounts for patient

size. This methodology will include creating size-specific calibration curves that can be

applied to iodine-enhanced image values (HU) to derive concentration (mg I/ml).

6.1.2 Methods

6.1.2.1 Phantoms

Gammex solid iodine plugs of concentrations ranging from 2-15 mg/mL were validated

against liquid vials of iodine and water with nominal concentrations ranging from 1-

15 mg/mL. The iodine vials and iodine plugs were imaged within the Gammex Multi-

Energy CT (MECT) (Gammex, Middleton, WI) head (20 cm diameter) and abdomen

(40 cm x 30 cm dimension) phantom separately [3, 110]. An image of this phantom is

shown in Figure 6.1.

6.1.2.2 Scan protocols

Scans were performed with a CTDIvol of 25 mGy using the Siemens SOMATOM Definition

Edge Dual Spiral and TwinBeam DECT modality at the University of Wisconsin-Madison
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Figure 6.1: Gammex MECT head (20 cm diameter) and abdomen (40 cm x 30 cm
dimension) phantom [3].

Department of Human Oncology. The average image value in Hounsfield Units (HU)

within each vial and plug was collected from the low- and high-energy images in MIMvista.

The average HU was determined in a long cylindrical region of interest located in the

center of the rods. The results from the low-energy images were plotted as a function

of high-energy value. The difference in each dataset was analyzed using an unpaired

two-sample t-test with a significance value of 0.05. To isolate the effects of image noise

in the size-dependency of our DECT images, an additional DECT scan was performed of

the head phantom at a lower CTDIvol to create an image with the same image noise as

the abdomen scan. This scan will be referred to as the noise equivalent head scan.

6.1.2.3 Iodine quantification in a 2D ROI

Syngo.via was then used to determine the iodine concentration of each solid iodine insert

using manually created circular 2D ROIs placed on an axial slice in the center of each rod.
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The values in each 2D ROI were collected and compared to the nominal concentrations

for each scan and phantom size. The iodine bias of the TwinBeam and Dual Spiral DECT

modalities was calculated using Equation 6.1.

IB =
∑

i=2,5,10,15

([Ii]− i), (6.1)

where i is the nominal iodine concentration in milligrams of iodine per milliliters (mg

I/mL) and [Ii] is the iodine concentration determined from Syngo.via.

6.1.2.4 Iodine quantification in a 3D contour

The reconstructed iodine-enhanced images were then sent to MIMvista where manually

placed 3D cylindrical ROIs were created along the entire rod to encompass 2/3 of the

entire rod while avoiding the periphery. The mean value and standard deviation of

HU within each cylindrical ROI were recorded and analyzed. These results and the

corresponding nominal concentrations were used to generate calibration curves correlating

iodine-enhanced image value (HU) to iodine concentration (mg I/ml) for each scan and

phantom size.

The image values as a function of iodine concentration were fitted using the weighted

linear fit command in MATLAB with individual slopes and y-intercepts for each scan

type and phantom size. The weights used for the fit were the standard deviation of HU

within each cylindrical ROI to weight each concentration based on the standard deviation

with each ROI. A total of six calibration curves were created, three for each TwinBeam

and Dual Spiral modality corresponding to the abdomen phantom, head phantom, and
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noise equivalent head scan. An interpolation was performed to determine the calibration

curve for a phantom size in between that of the head and abdomen phantoms (27.32 cm

effective diameter) and will be referred to as the averaged calibration curve. Lastly,

the iodine concentration was determined by converting the iodine-enhanced image to

iodine concentration using the averaged calibration curve and the corresponding head

and abdomen calibration curve.

The error in determining iodine concentration from each solid plug insert was calcu-

lated from Syngo.via and from each calibration curve. To assess the overall accuracy of

each method, the root-mean-squared error across each insert was calculated.

6.1.3 Results

6.1.3.1 Gammex iodine plug validation

The mean HU values from the noise matched scans were insignificantly different than

the head scan. Therefore, image noise was ruled out as a significant cause of the size-

dependent HU value differences seen in the iodine-enhanced images.

The HU from the low- and high-energy datasets of the iodine and water vials and

solid iodine plugs from the validation study are plotted in Figure 6.2. The goodness of fit

of each curve was assessed using its r2 value which were each greater than 0.990. These

results provide evidence that the solid water plugs are equivalent to liquid iodine and

water as both insert types fall on the same curve for each specified scan.
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Figure 6.2: Graph showing the relationship between the low- and high-energy datasets
generated from the iodine liquid vials and the iodine plug inserts within the abdomen
and head phantoms for both TwinBeam (a) and Dual Spiral (b) scans.



www.manaraa.com

122

6.1.3.2 Syngo.via iodine quantification in 2D ROI

The iodine concentration collected from 2D ROIs in Syngo.via are plotted as bar graphs

in Figure 6.3 and listed in Table 6.1 for the head and abdomen phantom. The iodine

concentration determined in Syngo.via deviated less from the nominal concentration for

the plugs located within the head phantom compared to the abdomen phantom as the

iodine bias was the lowest for these samples. The iodine bias was also lower for the Dual

Spiral scans compared to the TwinBeam scans.
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Figure 6.3: Iodine concentration determined using Syngo.via for TwinBeam (a) and
Dual Spiral (b) DECT in the abdomen and head phantom that corresponds to the data
listed in Table 6.1.
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Table 6.1: Table listing the iodine concentration determined from Syngo.via for Twin-
Beam and Dual Spiral DECT in the abdomen and head phantom for each solid iodine
plug with the listed nominal concentrations. This data is graphed in Figure 6.3.

2 5 10 15 Iodine
(mg I/mL) (mg I/mL) (mg I/mL) (mg I/mL) Bias

Dual spiral
Head 2.1 5 9.8 14.4 -0.7

Abdomen 1.9 4.9 9.5 13.6 -2.1

TwinBeam
Head 2.4 5.3 9.8 14.2 -0.3

Abdomen 1.8 4.9 11 13.5 -0.8

6.1.3.3 Iodine quantification in 3D contour

The iodine-enhanced image value given in HU collected from the 3D ROIs in MIMvista

for each DECT modality and phantom size are plotted as bar graphs in Figure 6.4.
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Figure 6.4: Bar graph showing the image value (HUiodine) from the iodine-enhanced
images for each solid iodine insert for TwinBeam (a) and Dual Spiral (b) DECT in the
abdomen and head phantom.
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There was a significant difference in HU determined from the head phantom iodine-

enhanced images compared to the abdomen phantom images; this difference increased

with increasing iodine concentration. For each solid iodine plug, the HU from the head

phantom were higher than the HU determined from the abdomen phantom. The standard

deviation in HU within each 3D ROI was greater for the abdomen phantom and overall

greater for the TwinBeam iodine-enhanced images compared to Dual Spiral.

The values shown in Figure 6.4 were used to create calibration curves correlating

iodine-enhanced image value (HU) to iodine concentration (mg I/mL). These calibration

curves for each DECT scan type and phantom size are shown in Figure 6.5. All calibration

curves had a goodness of fit assessed using an r2 value of greater than 0.90. The linear

fit given in y = mx+ b are also listed, with m being the slope and b being the y-intercept

of each curve.

Tables 6.2 and 6.3 show the percent errors in iodine concentration between the nom-

inal concentration of each solid iodine insert and the three methods to determine io-

dine concentration: Syngo.via, the average interpolated calibration curve, and the size-

specific (head and abdomen) calibration curve. The total root-mean-squared error for

each method is also listed.



www.manaraa.com

125

2 4 6 8 10 12 14 16

Iodine Concentration (mg/mL)

0

50

100

150

200

250

300

350

Im
ag

e 
V

al
u
e 

(H
U

)

(a)

Abdomen y = 16.3x +1.7
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Figure 6.5: Calibration curves correlating iodine concentration (mg I/ml) and iodine-
enhanced image value (HUiodine) for TwinBeam (a) and Dual Spiral (b) using the ab-
domen phantom (red) and the head phantom (blue) scanned with the 25 mGy CTDIvol
and the head phantom scanned with a lower CTDIvol to achieve the same image noise
as the abdomen scan (green).
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6.1.4 Discussion

The Gammex solid iodine plugs are equivalent to liquid mixtures of iodine and water

as they both present the same attenuating properties when imaged with TwinBeam and

Dual Spiral DECT. There was no statistical difference between the low- and high-energy

datasets from the solid iodine inserts and liquid iodine vials for both the head and ab-

domen phantoms and TwinBeam and Dual Spiral imaging modality as the P value was

greater than 0.8.

The head phantom was scanned with TwinBeam and Dual Spiral to 25 mGy and

rescanned at a lower dose to achieve the same image noise as the abdomen phantom at

25 mGy. Overall image noise had no effect on the image value from the head phantom

as the low dose and 25 mGy images resulted in the same averaged image value within

each iodine plug. Therefore, it was determined that image noise was not a significant

factor in the size-dependency of the HU values measured in the iodine-enhanced images.

Differences in values due to phantom size can likely be attributed to beam hardening

artifacts.

This work investigated the accuracy of determining iodine concentration in milligrams

of iodine per milliliter (mg I/mL) from iodine-enhanced images. Solid iodine plugs were

placed within a head and abdomen phantom and scanned using two different DECT

modalities. The current clinical method in determining iodine concentration from Twin-

Beam and Dual Spiral iodine-enhanced images is from Syngo.via. The deviation of iodine

concentration determined from Syngo.via to the nominal concentrations was quantified

using the iodine bias. Jacobsen et al. (2018) also investigated the accuracy of iodine
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quantification from Syngo.via using an abdomen phantom and calculated an iodine bias

to be -0.78 for Dual Spiral and -2.60 for TwinBeam [51]. Jacobsen et al. (2018) only used

2 mgI/mL, 5 mgI/mL, and 15 mgI/mL inserts while this study used 2 mgI/mL, 5 mgI/mL,

10 mgI/mL, and 15 mgI/mL; this could be one reason for the slight discrepancy between

the two studies. Another reason for the discrepancy could be the version of Syngo.via

(VB10 for Jacobsen et al. (2018) versus VB30 for this study).

Since the finalization of this work, Jacobsen et al. (2019) performed a very similar

investigation by creating calibration curves in the low iodine concentration range of 0.03 -

2.0 milligrams of iodine per milliliter for different DECT modalities including TwinBeam

but excluding Dual Spiral [4]. The same two phantoms were scanned with a CTDIvol=

25 mGy with inserts containing centrifuged tubes of iohexol solutions. The calibration

curves parameters from this thesis and the work of Jacobsen et al. (2019) are listed in

Table 6.4.

Table 6.4: Slope and y-intercept of the calibration curves for TwinBeam DECT de-
termined in this thesis work and the work of Jacobsen et al. (2019) [4].

This study Jacobsen et al.
Phantom Slope y-intercept Slope y-intercept

(HU per mg/mL) (HU) (HU per mg/mL) (HU)

Abdomen 16.3 1.7 14.2 1.85
Head 18.5 10 19.8 -2.5

The Jacobsen et al. (2019) calibration curves were created using iodine-enhanced im-

ages similar to this thesis work but the Syngo.via parameters including dual-energy ratio

and HU values used to post process the images were not reported. The Syngo.via version

was also different than out study (VB20 vs VB30). Therefore, the creation of the images
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may have been different, which may be the cause of the discrepancy in calibration curves

between the two studies. Another possible reason for the differences in the calibration

curves are the placement of the inserts. For this thesis study the inserts were placed

within the center region of the phantom but Jacobsen et al. (2019) placed them along

the periphery of the phantoms. The limit of detection (LOD) and limit of quantification

(LOQ) was determined and it was concluded that TwinBeam had to highest limit in

both categories compared to other modalities (head: LOD = 0.163 mgI/mL and LOQ =

0.50 mgI/mL, abdomen: LOD = 0.410 mgI/mL and LOQ = 0.50 mgI/mL). Future work,

repeating this thesis work at the low concentrations for better compare to the published

work is encouraged.

Overall, when Syngo.via was used to determine the iodine concentration of solid iodine

plugs placed within an abdomen phantom, the total iodine error was 11.9% and 17.4%

for Dual Spiral and TwinBeam, respectively. The inaccuracy of iodine quantification

from Syngo.via increased with increasing nominal concentrations. This trend was also

apparent in the work of Jacobsen et al. (2018) [51]. Fortunately, the clinical impact of

this error at high concentrations may be less significant because studies that have used

dual-energy CT to quantify the iodine concentration to differentiate different diseases

found that concentrations were less than 5 mg/mL [111, 112].

The iodine-enhanced image values were greater when collected from the head phantom

compared to the abdomen phantom. This difference ranged from 14-22% for the Dual

Spiral images and 5-36% for the TwinBeam images but had no trend as a function of

iodine concentration. This is most likely due to the beam hardening that occurs with the
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larger abdomen phantom.

An abdomen, head, and averaged calibration curve were used to correlate image value

to iodine concentration. The accuracy in determining iodine concentration from the

averaged calibration curve was the least accurate method as the total iodine error was

32% for TwinBeam and 24.1% Dual Spiral. Size-specific calibration curves increased the

accuracy of iodine quantification from iodine-enhanced images to within 3.2% for Dual

Spiral and 14.1% for TwinBeam for the abdomen phantom.

As expected, TwinBeam images resulted in greater standard deviation of HU within

the solid iodine plugs from the iodine-enhanced images due the lower spectral separation.

TwinBeam images also resulted in greater inaccuracy of iodine quantification. Although

the Dual Spiral DECT resulted in more accurate determination of iodine concentration

within stationary phantoms, this performance is unlikely to be replicated due to patient

motion and contrast timing between the low- and high-energy datasets.

6.1.5 Conclusion

This work developed a methodology to calculate iodine concentration in a volumetric

contour using two calibration curves that may be used to interpolate size-specific calibra-

tion curves to correlate iodine concentration from iodine-enhanced image value. Further

validation of the overall accuracy of the size specific calibration curves using an inter-

mediate phantom size rather than using an average is suggested because although there

were cases where the size-specific calibration curves performed superiorly to Syngo.via, it

was not across the board for all concentrations.
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6.2 Iodine quantification in the tumor and healthy

tissue of the pancreas and liver from split-filter

DECT iodine-enhanced images

6.2.1 Introduction

Iodine-enhanced dual-energy CT images can be used to improve tumor visibility for radi-

ation therapy treatment planning. Unfortunately, for Siemens dual-energy CT scanners,

the post-processing software Syngo.via is limited in its ability to report iodine concen-

tration. At the time of this work, the software only allowed the user to obtain the mean

concentration within a circular 2D ROI. The results of Section 6.1 have shown that for

accurate iodine quantification from the iodine-enhanced images, size-specific calibration

curves correlating image value to iodine concentration is required for 3D ROI information

and can in some cases improve accuracy.

This study presents the novel use of patient size-specific calibration curves to con-

vert HU values from iodine-enhanced images to iodine concentration in mg I/mL. This

methodology was then applied to quantify iodine uptake in pancreas and liver tumors

for patients scanned using TwinBeam split-filter DECT at the University of Wisconsin-

Madison Department of Human Oncology for radiation therapy purposes. With this

data, tumor visibility (as quantified by contrast-to-noise ratio (CNR)) has been corre-

lated with iodine concentration for pancreas and liver tumors. The iodine uptake was

also investigated as a function of patient size.
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6.2.2 Methods

For this study, 19 pancreas cancer tumors and 20 liver cancer tumors were imaged prior

to radiation treatment planning with a biphasic imaging protocol with TwinBeam split-

filter DECT system. All pancreas cases were pancreatic adenocarcinomas, the liver cohort

consisted of hepatocellular carcinomas, cholangiocarcinomas, and liver metastases. All

pancreas and liver cancer patients receive a constant volume of IV nonionized iodine

contrast during CT simulation. The injected contrast medium was monitored via-bolus

tracking for patient specific delay times. During the bi-phasic imaging protocol, the

pancreatic phase and portal venous phase was acquired for each pancreas case and the

arterial phase and venous phase was collected for each liver case. An example of the first

and second scan corresponding to a pancreas and liver case is shown in Figure 6.6 where

the difference in iodine enhancement is illustrated.

The low- and high-energy datasets were reconstructed using the ADMIRE algorithm

at a strength of 2. ADMIRE is an iterative reconstruction algorithm used to decrease

noise while preserving fine details. Iodine-enhanced and mixed 120 kVp-equivalent images

were reconstructed in Syngo.via and sent to MIMvista for analysis.

The same GTV contours and healthy tissue ROIs created in Chapters 4 and 5 were

used for this study. Figure 6.7 shows the GTV contour of a pancreas and liver tumor on

a mixed 120 kVp-equivalent and iodine-enhanced image.

The mean HU value within each healthy tissue ROI was collected for each case. Tumor

visibility was assessed using the GTV contrast-to-noise ratio (CNR) on the mixed 120 kVp

equivalent images. The GTV CNR was defined by Equation 6.2, where noise was defined
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Figure 6.6: Pancreatic (a) and portal venous phase (b) image of a pancreas case and
the arterial (a) and venous phase (b) image of a liver case. These examples show the
difference in iodine-enhanced during each dual-phase contrast imaging.

as the standard deviation of a region of interest located in a homogenous region of the

back muscle.

GTVCNR =
HUROI − HUGTV

σ
, (6.2)

To quantify the effects of patient size, the effective diameter (ED) of each patient was

also determined using the lateral and anterior-posterior dimension of the abdomen on an

image slice that encompassed the tumor. An image exemplifying the lateral (LAT) and

anterior-posterior (AP) dimensions are shown in Figure 6.8.
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Figure 6.7: Mixed 120 kVp-equivalent (Mixed) and iodine-enhanced image recon-
structed with ADMIRE 2 of a pancreas and liver tumor during the pancreatic and
venous phase respectively. The magenta represents the contoured GTV.

The ED was calculated using Equation 6.3 [113]. The ED of all patients investigated

in this study ranged from 23.5 cm to 40.2 cm.

ED =
√
LATxAP (6.3)

The calibration curves correlating iodine-enhanced image value to iodine concentration

determined in Section 6.1 were used to determine the patient size-specific calibration

curves. Since the ED of the head and abdomen phantom are known (20 cm and 34.6 cm),

interpolation was used to determine the slope and y-intercept of each calibration curve
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Figure 6.8: Image showing the lateral (blue) and anterior-posterior (green) dimensions
used to calculate the effective diameter of each patient.

for patients with EDs within 20 cm and 34.6 cm. Extrapolation was used to determine

the slope and y-intercept of each calibration curve for patients with EDs < 20 cm or ED

> 34.6 cm. Size-specific calibration curves were created to correlate the iodine-enhanced

mean HU value within each GTV and healthy tissue ROI to iodine concentration in

milligrams of iodine per milliliter.

Since the calibration curves can extend to negative concentrations, there were some

cases where the HU resulted in a negative iodine concentration value. This is physically

impossible, therefore, for those cases, a zero iodine concentration was determined.

The difference in iodine concentration between the tumors and surrounding healthy

tissue across all patients was analyzed using an unpaired two sample t-tests with a sig-

nificance value of 0.05. Iodine concentration was also analyzed as a function of patient
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ED.

For analysis, the liver tumors were categorized as hyper-attenuating and hypo-attenuating

tumors based on whether the GTV CNR on the mixed 120 kVp-equivalent images was

positive or negative. There were 6 hyper-attenuating tumors and 14 hypo-attenuating

tumors. This type of categorical analysis was not performed with the pancreas cases as

they all had similar enhancement properties.

6.2.3 Results

Figure 6.9 shows the iodine concentration in milligrams of iodine per milliliters determined

within each pancreas GTV and healthy tissue ROI from the pancreatic phase iodine-

enhanced images. These values were determined using size-specific calibration curves.

This graph illustrates the distribution and divide in iodine concentration between the

two tissues. Although Figure 6.9 only shows the results from the pancreatic phase iodine-

enhanced images, the average iodine concentration with each pancreas GTV and healthy

tissue ROI was determined for both the pancreatic and portal venous phase images.

The average and standard deviation over all 19 pancreas tumor cases are shown in

Figure 6.10. The average iodine uptake within the pancreas GTVs was about 1.3 mgI/mL

for both the pancreatic and portal venous phases. The iodine uptake within the healthy

pancreas tissue decreased from 2.2 to 1.7 mg/mL for the pancreatic to the portal venous

phase. For both phases, there was a statistically greater iodine uptake within the healthy

pancreas tissue compared to pancreas GTV (P<<.005).
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Figure 6.9: Iodine concentration (mg I/ml) within each pancreas GTV and healthy
tissue ROI determined from pancreatic phase iodine-enhanced images using size-specific
calibration curves.

The iodine concentration within the liver GTVs and healthy tissue ROIs from the

arterial phase images are illustrated in Figure 6.11. Similar to the pancreas results, the

iodine concentration within the liver GTVs and healthy tissue ROIs was determined from

iodine-enhanced images using size-specific calibration curves based on each patient’s ED.

Due to the difference in enhanced properties of the liver tumors investigated, the average

values were analyzed by dividing the tumors into either hypo- and hyper-attenuating

categories.

The average and standard deviation from the arterial and venous phase scans are
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Figure 6.10: Average iodine concentration (mg I/ml) within each pancreas healthy
tissue ROI and GTV determined for all pancreas cases investigated from the pancreatic
and portal venous phase iodine-enhanced images.

shown in Figure 6.12. There was a statistical difference in iodine uptake between the

liver GTVs and healthy tissue ROIs (P<.05). For both the arterial and venous phase

images, the healthy liver tissue had more iodine uptake than the hypo-attenuating liver

GTVs (arterial phase: 0.86 vs 0.41 mg/mL; venous phase: 1.88 vs 1.58 mg/mL). On the

other hand, there was more iodine uptake within the hyper-attenuating liver GTVs than

surrounding healthy liver tissue (arterial phase: 0.26 vs 0.41 mg/mL; venous phase: 1.22

vs 1.58 mg/mL). Overall, there was more iodine uptake in both tumor and healthy tissue

during the venous phase compared to the earlier arterial phase scans.
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Figure 6.11: Iodine concentration (mg I/ml) within each liver GTV and healthy
tissue ROI determined from venous phase iodine-enhanced images using size-specific
calibration curves.

The iodine concentration was then investigated as a function of patient ED. As the

patient effective diameter increased, the iodine concentration within the pancreas GTV

and healthy tissue ROI also decreased. The goodness of the linear fit was evaluated

using r2 values which were 0.31 and 0.16 for the pancreas GTV and healthy tissue data,

respectively. The iodine concentration as a function of ED for the pancreas GTV is shown

in Figure 6.13a and healthy tissue is shown in Figure 6.13b .

On the other hand, there was no correlation between patient size and iodine uptake

in the liver GTVs or healthy tissue ROIs as the r2 values were less than 0.1 for both liver

GTV and healthy tissue (Figures 6.14a and 6.14b).
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Figure 6.12: Average iodine concentration (mg I/ml) within each healthy tissue ROI
and GTV of all liver tumors investigated from the arterial and venous phases iodine-
enhanced images.
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Figure 6.13: Average iodine concentration (mg I/ml) within each pancreas GTV (a)
and pancreas healthy tissue (b) as a function of patient effective diameter.
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Figure 6.14: Average iodine concentration (mg I/ml) within each liver GTV (a) and
liver healthy tissue (b) as a function of patient effective diameter.

The iodine concentration data was then analyzed as a function of tumor visibility.

As a reminder, tumor visibility was assessed as the GTV CNR calculated on the mixed

120 kVp-equivalent images. For the pancreas cases, since the healthy tissue was found to

have more iodine uptake than pancreas tumor during the pancreatic phase, the iodine

concentration within the healthy pancreas tumor was analyzed as a function of GTV

CNR. Figure 6.15 plots tumor visibility against iodine concentration during the pancreatic

phase. There was a positive correlation between pancreas healthy tissue iodine uptake

and tumor visibility, as seen from the graph and listed r2 value of 0.47. When GTV CNR

was analyzed as a function of difference in iodine uptake between the GTV and healthy

tissue ROI, there was no correlation (r2<<0.01).

The iodine concentration in the liver GTVs and healthy tissue ROIs were also analyzed

as a function of tumor visibility. Because this liver cohort included both hypo- and hyper-

attenuating tumors, the absolute GTV CNR from the mixed 120 kVp-equivalent images
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Figure 6.15: Iodine concentration (mg I/ml) within each pancreas healthy tissue as
a function of GTV CNR from the mixed 120 kVp-equivalent images.

was plotted as a function of iodine concentration. The data was not categorized by

enhancing properties as a linear correlation would not be possible to determine because

of the lack of data points within each sub-group. Unlike the pancreas cases, there was

no evident correlation between iodine uptake and tumor visibility for neither the arterial

phase nor venous phase data. Figure 6.16 shows the GTV CNR as a function of iodine

concentration determined from each liver healthy tissue ROI. Although there is a slight

negative slope in the fitted curve, the goodness of fit was 0.11, concluding a very low

correlation.
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Figure 6.16: Iodine concentration (mg I/ml) within each liver healthy tissue as a
function of GTV CNR from the mixed 120 kVp-equivalent images.

6.2.4 Discussion

Iodine concentration was analyzed as a function of patient size. Iodine concentration was

also analyzed as a function of tumor visibility using the GTV CNR calculated on Twin-

Beam mixed 120 kVp-equivalent DECT images. For the pancreas cases, the difference

in iodine uptake between the pancreas GTV and healthy tissue was greater during the

pancreatic phase than the portal venous phase. This is as expected as the pancreatic

phase is the time after intravenous injection of the iodine contrast where the difference

in normal parenchyma and adenocarcinomas is maximized [114]. Based on the results of
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this study, greater patient size was correlated with less iodine uptake in healthy pancreas

tissue. This makes sense as Bae et al. concludes that the body weight is the most impor-

tant factor affecting parenchyma contrast enhancement [115]. This means that the same

amount of bolus administered to each patient during radiation therapy simulation and

monitored via bolus tracking does not account patient size only cardiac output.

The lack of correlation between GTV visibility and difference in iodine concentration

between tumor and healthy tissue was not as expected as the visibility of the GTVs on the

mixed 120 kVp-equivalent images should depend on the iodine uptake. This null result was

not due to the inaccuracy of the calibration curves as there was also no correlation between

GTV CNR and difference in iodine-enhanced image value (HU) between GTV and healthy

tissue ROI (Figure 6.17). Rather, it is hypothesized to be due to the manufacturer

calculation of the iodine-enhanced image, specifically the dual-energy (DE) ratio. The

DE ratio is used to decompose iodine and soft tissue to create the iodine-enhanced image

and the virtual non-contrast (VNC) image. The DE ratio is the slope of the line when

the low- and high-energy dataset value are plotted for different iodine concentrations.

During the creation of iodine-enhanced and VNC images, there is only one DE ratio used

regardless of patient size but as Figure 6.2 shows, the points fall on two different lines for

the head and abdomen phantom, implying that there is a size dependence. Therefore,

the manufacturer DE ratio may not be the most accurate value to properly decompose

iodine and soft tissue. Future work investigating the effect of different DE ratio values

on the points plotted in Figure 6.17 is desired.

For the liver cases investigated, 6 were hyper-attenuating and 14 were hypo-attenuating
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Figure 6.17: Difference in image value (HU) between the healthy tissue ROI and
GTV from the iodine-enhanced image (blue), virtual non-contrast image (VNC) (red),
and the summation of the results from the two images (yellow) plotted as a function of
GTV CNR from the mixed 120 kVp-equivalent images.

based on whether the GTV CNR on the mixed 120 kVp-equivalent images was positive

or negative. As expected, the hypo-attenuating tumors had less iodine uptake than sur-

rounding healthy liver tissue and the hyper-attenuating tumors had greater iodine uptake

than surrounding healthy liver tissue. This means that the differences in attenuation that

were seen on the mixed 120 kVp-equivalent images corresponded to iodine uptake rather

than just differences in underlying soft tissue of the tumor and surrounding parenchyma.

We did not see any correlation between iodine concentration and patient size, or tumor
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visibility for the liver cases. One possible reason for this was because of the different types

of liver tumors investigated because hepatocellular carcinomas, cholangiocarcinomas, and

liver metastases all have different enhancing properties. Therefore, it becomes difficult

to find any correlation of iodine concentration with the entire group, and unfortunately

each subgroup was too small for accurate analysis. Future work investigating the iodine

uptake in tumor specific cases with a bigger sample size would be beneficial.

6.2.5 Conclusion

This study determined iodine concentration within pancreas and liver tumors and healthy

tissue using iodine-enhanced images reconstructed from TwinBeam dual-phase DECT

scans. Iodine concentration was determined using size-specific calibration curves corre-

lating image value to concentration in milligrams of iodine per milliliter. Overall, Twin-

Beam DECT images were able to differentiate pancreas and liver tissue from healthy

tissue based on iodine concentration differences.

6.3 Texture analysis of pancreas and liver tumors

and healthy tissue

6.3.1 Introduction

As a reminder, virtual monoenergetic images (VMIs) are a type of post-processing DECT

images created as if they were acquired from a series of monochromatic x-ray beams.

Siemens VMIs can be reconstructed into energies ranging from 40-190 keV.
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CTTA of fast kVp switching, dual source, and Dual Spiral DECT images have been

investigated for pancreas tumors and other locations of the abdomen [12, 13, 56, 116, 117].

Results from these studies have shown that DECT images perform superiorly compared

to single energy CT and that texture analysis metrics are enhanced at lower energy VMIs.

Forghani et al. investigates CTTA information extracted with fast kVp-switching DECT

images to differentiate regions within the head and neck that was not achievable with con-

ventional SECT [117]. Bayliyan et al. investigated the impact on reconstruction energy

of fast kVp-switching DECT VMIs on CTTA parameters and found that reconstruction

energy has variable impact on the different CTTA parameters investigated [13]. Skewness

and kurtosis showed no change as a function of energy while entropy, mean positive pixel

value, and standard deviation decreased with increasing energy [13]. Noid et al. investi-

gated the radiation-induced image CTTA changes from Dual Spiral VMIs and found that

low-energy VMIs are superior at identifying radiation-induced CTTA changes compared

to SECT [12].

Although the spectral separation and overall accuracy of split-filter DECT is inferior

compared to the previously mentioned DECT modalities [34], CTTA of split-filter DECT

images is still of importance as there has not been any investigation of CTTA with this

system. Efforts in determining the ability of split-filter DECT to differentiate CTTA

parameters similarly to other DECT modalities is beneficial to the field of radiology and

radiation oncology, as CTTA can be performed retrospectively and is an objective way

to assess lesion heterogeneity and characteristics beyond what is possible with subjective

visual interpretation [57]. This work investigates the texture analysis features of pancreas
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and liver tumors as these tumors are hard to visualize with conventional SECT due to the

poor innate contrast, and any additional information that can be collected to differentiate

these tumors from healthy tissue is helpful, specifically for radiation therapy. The purpose

of this work is to investigate the effect of energy on CTTA of pancreas and liver tumors

and healthy tissue using VMIs generated from split-filter DECT.

6.3.2 Methods

Split-filter DECT data from 16 of the pancreas and 17 of the liver cancer patients from

Chapters 4 and 5 were used for this investigation. The pancreatic phase from the pancre-

atic cases and the venous phase of the liver cases were used for this study because based

on previous investigation of tumor contrast, these phases represent the highest tumor

contrast on average. The raw DECT datasets were used to reconstruct VMIs at ener-

gies ranging from 40-90 keV in 5 keV increments in Siemens Syngo.via (VB30) software.

The texture analysis of pancreas and liver tumor and healthy tissue was assessed using

the entire gross target volume and healthy tissue contours created in Chapters 4 and 5.

First order CTTA parameters of the pancreas and liver tumor and healthy tissue were

extracted from MIMvista. First order CTTA parameters analyze the histogram of pixels

within a given region of interest (ROI). The first order parameters analyzed in this study

were mean CT number (MCTN), standard deviation (SD), skewness, and kurtosis.

Skewness is a value relating to the symmetry of a histogram, while kurtosis assess the

sharpness of the histogram peak. As Figure 6.18 shows, a positive skewness values means

that the histogram is skewed to the right and vice versa, and a positive kurtosis value
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means that the histogram has a sharper peak compared to a normal curve. MCTN and

SD are simply the average and standard deviation in HU as defined by the histogram of

HU within a defined ROI.

-1 -0.5 0 0.5 1

Normal

Kurtosis > 0

Kurtosis < 0

Skewness > 0

Skewness < 0

Figure 6.18: Example curves showing the difference in kurtosis and skewness relative
to a normal Gaussian curve.

Statistical analysis was performed using unpaired two sample t-tests and analysis of

variances (ANOVA). T-tests were used to analyze the difference in CTTA parameters

between tumor and healthy tissue while ANOVA was used to analyze the difference in

CTTA parameters as a function of energy.
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6.3.3 Results

6.3.3.1 Liver results

The kurtosis, skewness, MCTN, and SD of the GTV and healthy tissue ROI for each

reconstructed energy averaged over all liver cases are shown in Figure 6.19. The kurtosis

of the liver healthy tissue ROIs were all close to zero and did not change as a function

of energy as seen by the red curve of Figure 6.19a (P=.91). On the other hand, the

GTV kurtosis varied by liver case but there was no statistical trend as a function of VMI

energy (P=.10). There was no statistical difference in kurtosis or skewness between the

liver GTVs and healthy tissue (P>.05). There was also no trend as a function of energy

(P=.879 for kurtosis and P=.461 for skewness).

This study analyzed both hypo- and hyper-attenuating liver tumors based on whether

the difference in MCTN between the liver GTV and healthy tissue was positive or negative

on the VMI at 40 keV. An example of a hypo- and hyper-attenuating tumor is shown in

Figure 6.20.

The MCTN of liver GTVs and healthy tissue increased at lower energies with the

(P<<.01). Based on this type of analysis, there were 4 hyper-attenuating liver tumors

and 13 hypo-attenuating liver tumors. The average MCTN is shown Figure 6.19c. This

type of categorical trend was not apparent for any other type of texture analysis metric.

The hyper-attenuating liver GTVs had greater MCTN than the surrounding healthy

tissue and vice versa for the hypo-attenuating liver GTVs. VMI at 40 keV also provided

the greatest difference in MCTN between liver GTVs and healthy tissue.
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Figure 6.19: Results of kurtosis (a), skewness (b), mean CT number (c), and standard
deviation of the liver GTVs and healthy tissue ROIs as a function of VMI energy
averaged over all liver cases.

Figure 6.20: An example of a hypo-attenuating (left) and hyper-attenuating (right)
liver tumor indicated by the white arrow.
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The liver GTVs were more heterogenous than the surrounding healthy tissue ROIs

as seen by SD values of Figure 6.19d. To further analyze GTV SD, liver GTV volume

was plotted as a function of GTV SD. Figure 6.21 shows the correlation between GTV

volume and SD from the VMIs at 40 keV (r2=0.29). The r2 value decreases to 0.04 when

the same data is plotted from VMI at 90 keV (Figure 6.22).
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Figure 6.21: The standard deviation (SD) of the image value within the liver GTV
from the VMI at 40 keV plotted as a function GTV volume.

To further investigate the histograms of the GTVs and healthy tissue ROIs, the his-

togram results of a specific liver case was plotted for different VMI energies. Figure 6.23

shows the histogram of the liver GTV and healthy tissue ROI from the VMI at 40 keV,

60 keV and 90 keV. An axial slice from the corresponding VMIs are shown in Figure 6.24.
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Figure 6.22: The standard deviation (SD) of the image value within the liver GTV
from the VMI at 90 keV plotted as a function GTV volume.

These graphs visually show the difference in the CTTA metrics as a function of energy

with both the MCTN and SD increasing with decreasing energy. The GTV kurtosis for

this specific case at each reconstructed energy was 1.51, 0.648, and 1.789 for the VMIs at

40 keV, 60 keV and 90 keV, respectively. The healthy tissue ROI kurtosis was 0.55, 0.105,

and -0.121 and the skewness was 0.157, 0.129, and 0.04 for the VMIs at 40 keV, 60 keV

and 90 keV, respectively.
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Figure 6.23: Histogram of image values within a liver GTV shown (blue) and
parenchyma (red) from the VMIs at 40 keV, 60 keV, and 90 keV shown in Figure 6.24.

(a) (b) (c)

Figure 6.24: VMIs at 40 keV (a), 60 keV (b), and 90 keV (b) of a hypo-attenuating
liver tumor indicated by the arrow. The histrograms of this liver GTV for each image
set are shown in Figure 6.23.

6.3.3.2 Pancreas results

Figure 6.25 shows the average kurtosis, skewness, MCTN, and SD for the GTV and

healthy tissue at each VMI reconstructed energy averaged over all pancreas cases. The

kurtosis and skewness from the pancreas GTVs and healthy tissue ROIs were similar to

the liver results. There was a small variation in kurtosis among the pancreas cases and

no trend as a function of energy (P=.95). Similar to the liver cases, the GTV kurtosis

varied by pancreas case but there was no apparent trend as a function of VMI energy

(P=.91).

There was no difference in skewness between the pancreas GTVs and healthy tissue
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Figure 6.25: Results of kurtosis (a), skewness (b), mean CT number (c), and standard
deviation of the pancreas GTVs and healthy tissue ROIs as a function of VMI energy
averaged over all pancreas cases.

ROIs. MCTN increased with decreasing energy for both regions (P<.001) and the differ-

ence in MCTN was the greatest for VMIs at 40 keV (P=<.001). Unlike the liver results,

there was no difference in SD between the GTVs and healthy tissue ROIs (P=1), but the

overall SD did increase at low-energy VMIs (P>.001). This was due to the increase in

image noise rather than the increase in tumor heterogeneity.

Histograms of one pancreas GTV and surrounding healthy tissue ROI is shown in

Figure 6.26 with the VMI corresponding to each graph shown in Figure 6.27. The differ-

ence in MCTN at each reconstructed energy is visible from the plotted histograms. The
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kurtosis of the healthy tissue ROI for this pancreas case was -0.102, -0.115, and 0.524 and

the skewness was -0.273, -0.188, and -0.028 for the VMIs at 40 keV, 60 keV and 90 keV,

respectively. The kurtosis of the GTV was -0.348, -0.541, and -0.37 for the VMIs at

40 keV, 60 keV and 90 keV, respectively. The corresponding skewness was 0.274, 0.032,

and -0.271.
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Figure 6.26: Histogram of image values within a pancreas GTV (blue) and healthy
tissue ROI (red) from the VMIs at 40 keV, 60 keV, and 90 keV shown in Figure 6.27.

(a) (b) (c)

Figure 6.27: VMIs at 40 keV (a), 60 keV (b), and 90 keV of a pancreas tumor indicated
by the arrow. The histograms of this pancreas GTV for each image set are shown in
Figure 6.26.

6.3.4 Discussion and conclusion

This work investigated the first order CTTA parameters of pancreas and liver GTVs and

surrounding healthy tissue ROIs. The CTTA parameters were analyzed as a function

of VMI reconstructed energy. The kurtosis of the healthy tissue ROIs did not change
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with VMI energy and did not greatly vary among patients for both the pancreas and

liver cases. On the other hand, the kurtosis from the pancreas and liver GTVs did vary

among patients but there was no trend as a function of reconstruction energy. Overall,

there was no statistical difference in skewness or kurtosis between tumor and healthy

tissue; therefore, neither parameter provided statistically significant information that can

be used to differentiate GTV and healthy tissue. This agrees with previous work that

also found no statistical difference in kurtosis or skewness as a function of energy [13].

There were cases where the trend of kurtosis and skewness for the GTV was visually

apparent when plotted as a function of energy. An examples is shown in Figure 6.28.
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Figure 6.28: VMI at 40 keV of a liver metastasis (a) and the CTTA parameters at
different VMI energy (b).

The average MCTN from both types of GTVs and healthy tissue ROIs increased at
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lower energies. This suggests that there was iodine uptake within both regions. Iodine

has an atomic number of 53 and exhibits significant changes in attenuation at different

energies. This is unlike soft tissue which has a relatively constant attenuation as a function

of energy. The iodine uptake in both regions agree with Section 6.2 that quantified the

actual iodine concentration within pancreas and liver tumors and healthy tissue. VMIs

at 40 keV showed the greatest difference in MCTN between pancreas tumor and healthy

tissue. This agrees with Chapters 4 and 5.

Hypo-attenuating liver tumors had statistically lower MCTN compared to surrounding

normal tissue. On the other hand, the hyper-attenuating tumors showed no statistical

difference in MCTN because of the small subset of hyper-attenuating tumor cases included

in this study (n=4). If more cases were included in this group, the statistical significance

may increase.

VMI energy had the same impact on the standard deviation of both pancreas tumor

and healthy tissue, which increased at lower energies. The increase in SD at low energies

was due to the inherent increase in image noise of the split-filter VMIs [34, 96]. There

was, on the other hand, a difference in SD between liver GTVs and healthy tissue ROIs.

The correlation between tumor volume and heterogeneity was more prevalent for the

low-energy VMIs than the high-energy VMIs.

One initial goal of this work was to also quantify second and third order texture

analysis parameters of these pancreas and liver cases using a third party software. Unfor-

tunately, the software did not have the ability to import and analyze previously segmented

contours, and would not allow for the comparison of the same GTV contour and healthy
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tissue ROI across all VMIs from a single case. Hopefully, within the near future, this

software will have the capabilities to perform this type of analysis.

The first order texture analysis results of this study serve as a foundation for future

studies assessing the applicability of TwinBeam to distinguish radiation-induced changes

to the texture of pancreas and liver tumors.
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Chapter 7

Electron density and atomic number

of pancreas and liver tumor and

healthy tissue

7.1 Introduction

Chapters 4 and 5 of this thesis found that VMIs from TwinBeam DECT provided greater

contrast and contrast-to-noise ratios (CNR) of pancreatic adenocarcinomas and some liver

tumors when compared to virtual single-energy CT (SECT) images. Other DE post-

processing images include relative electron density, and effective atomic number. The

goal of this chapter is to see if these images created from TwinBeam DECT can provide

additional information to aid in the delineation of pancreas and liver tumors. The impact

of ADMIRE’s iterative reconstruction algorithm on these additional DE post-processing
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images will also be investigated.

A material’s attenuation, µ(E) is a contribution of both Compton scatter and pho-

toelectric effect. Therefore, the attenuation is dependent on the electron density, ρe and

atomic number, Z of the material:

µ(E) ≈ a1ρef(E) + a2ρe
Zn

E3
(7.1)

where E is energy, n is approximately equal to 3, f(E) is an almost flat function of

photon energy, and a1 and a2 are proportionality factors [118]. Maps of the relative

electron density, ρe/ρe,w and effective atomic number, Zeff can be reconstructed from

the low- and high-energy data of DECT as attenuation coefficients are obtained at two

different energies. The mathematical derivation to individually determine ρe/ρe,w and

Zeff from DECT is thoroughly explained in Hunemohr et al. [118].

The relative electron density and atomic number images are of high interest to the

proton therapy realm as they can be used to estimate the stopping power ratio used for

dose calculations for proton therapy. These images can be created simply by a click of

a button so we wanted to investigate if there is any benefit in examining these images

during radiation treatment planning of pancreas and liver tumors.

7.2 Methods

The same raw data used to reconstruct the mixed 120 kVp-equivalent images and VMIs

in the previous chapters were also used to reconstruct relative electron density and atomic
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number images in Syngo.via. Both the ADMIRE and non-ADMIRE data were used for

post-processing. Figure 7.1 and 7.2 are examples of the atomic number and electron

density images of a pancreas and liver tumor.

(a) (b)

Figure 7.1: Relative electron density (a) and effect atomic number (b) images of a
pancreatic adenocarcinoma located in the head of the pancreas. The pancreas GTV is
outlined in magenta. Both images are reconstructed with ADMIRE 2.

(a) (b)

Figure 7.2: Relative electron density (a) and effective atomic number (b) images of
a liver tumor. The liver GTV is outlined in magenta. Both images are reconstructed
with ADMIRE 2.

The same gross target volumes (GTVs) and healthy tissue regions of interest (ROIs)

contoured by an experienced radiation oncologist on the VMI at 57 keV were fused to

the relative electron density and effective atomic number images. The contouring and

fusions were performed in MIMvista. The mean effective atomic number and relative

electron density were collected for each GTV and healthy tissue ROI. Statistical analysis
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was performed to assess the difference in electron density and atomic number of the GTV

and healthy tissue ROI using an unpaired two sample t-test with a significance P value

of 0.05.

7.3 Results

Table 7.1 shows the relative electron density results from the dual-phase image sets recon-

structed with and without ADMIRE. The results are given in mean ± standard deviation

(SD) average over all pancreas or liver cases. The resulting P values comparing the GTV

and healthy tissue ROIs are also listed [119].

Table 7.1: Mean ± SD relative electron density within each pancreas or liver GTV
(ρe,GTV /ρw) and surrounding healthy tissue ROI, (ρe,HT /ρw). P values assessing the
difference in the GTV and healthy tissue are also listed.

ρe,GTV /ρw ρe,HT/ρw P value

Pancreas
Pancreatic Phase 34.9 ± 11.3 37.0 ± 12.8 0.59
Pancreatic Phase + ADMIRE 35.0 ± 11.6 35.5 ± 13.2 0.89
Portal Venous Phase 40.8 ± 9.1 42.2 ± 13.8 0.71
Portal Venous Phase + ADMIRE 40.8 ± 9.6 40.7 ± 14.2 0.98

Liver
Arterial Phase 41.03 ± 7.87 46.65 ± 11.66 0.09
Arterial Phase + ADMIRE 40.77 ± 7.81 46.61 ± 11.57 0.08
Venous Phase 45.33 ± 7.97 55.56 ± 15.51 0.01
Venous Phase + ADMIRE 45.45 ± 7.78 55.62 ± 15.21 0.01

The relative electron density of the pancreas GTVs and healthy tissue ROIs was

greater during the later portal venous phase. This same trend was apparent for the liver

cases, where the greatest electron density in both regions was during the later venous

phase. There was no difference in electron density determination between the ADMIRE

and non-ADMIRE images (P>.05). There was also no statistical difference in electron
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density between the pancreas GTV and healthy tissue ROIs. On the other hand, there

was a statistical difference in electron density between the liver tumors and healthy tissue

ROIs but only during the venous phase data sets (P=.01).

Table 7.2 shows mean ± SD effective atomic number of the pancreas and liver GTVs

and healthy tissue ROIs.

Table 7.2: Effective atomic number within each pancreas or liver GTV (Zeff,GTV )
and surrounding healthy tissue ROI (Zeff,HT ). P-values assessing the difference in the
GTV and healthy tissue are also listed.

Zeff,GTV Zeff,HT P value

Pancreas
Pancreatic Phase 8.03 ± 0.54 8.48 ± 0.47 0.01
Pancreatic Phase + ADMIRE 8.06 ± 0.52 8.56 ± 0.42 0.00
Portal Venous Phase 8.02 ± 0.38 8.29 ± 0.51 0.07
Portal Venous Phase + ADMIRE 8.05 ± 0.36 8.38 ± 0.43 0.02

Liver
Arterial Phase 7.77 ± 0.36 7.83 ± 0.34 0.65
Arterial Phase + ADMIRE 7.78 ± 0.34 7.80 ± 0.30 0.87
Venous Phase 8.25 ± 0.31 8.34 ± 0.31 0.38
Venous Phase + ADMIRE 8.29 ± 0.29 8.40 ± 0.24 0.21

Unlike the electron density results, there was a significant difference in the effective

atomic number of the pancreas GTVs and healthy tissue ROIs from both the pancreatic

phase with and without ADMIRE (P<.05). The portal venous phase datasets with

ADMIRE also showed a statistical difference in atomic number (P<.05). On the other

hand, there was no statistical difference in effective atomic number between liver GTVs

and healthy tissue ROIs.
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7.4 Discussion

The effective atomic number images demonstrated a statistically significant difference

between the healthy pancreas tissue ROIs and pancreatic adenocarcinoma GTVs (P<.05).

This was not true for the liver cases, as there was no statistical difference in effective

atomic number between the two regions. The effective atomic number is dependent on

the iodine uptake as greater iodine concentration correlates with greater effective atomic

number. Chapter 6 shows that all pancreatic adenenocarcinomas have significantly less

iodine uptake than surrounding healthy tissue, while the enhancements of the liver tumors

are different for each case. To further analyze the effective atomic number for this liver

cohort, the absolute difference in effective atomic number between the liver GTVs and

healthy tissue ROIs was calculated and averaged over all cases. The resulting values were

statistically greater than zero (Table 7.3, (P<.001)), concluding that the effective atomic

number of some liver GTVs was smaller relative to surrounding healthy tissue while other

cases had greater effective atomic number values relative to surrounding healthy tissue.

Overall, the determination and differentiation of effective atomic number for pancreas

and liver tumor and healthy tissue agrees with the iodine results of Chapter 6.

Table 7.3: Absolute difference in effective atomic number between the liver GTVs and
healthy tissue ROIs (|Zeff,GTV -Zeff,HT |) from each raw DECT dataset averaged over
all liver cases. P-value showing statistical significance is also shown.

|Zeff,GTV -Zeff,HT | P

Arterial Phase 0.33 ± 0.23 < 0.001
Arterial Phase + ADMIRE 0.33 ± 0.24 < 0.001
Venous Phase 0.25 ± 0.21 < 0.001
Venous Phase + ADMIRE 0.24 ± 0.20 < 0.001
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For the relative electron density results, there was no difference between pancreas

GTVs and healthy tissue ROIs while there was a statistical difference for the liver cases.

This means that the enhancements that are seen in CT images of pancreas tumors are

only due to the differences in iodine uptake and that there is inherently no difference

in attenuation properties between pancreas tumor and healthy tissue. This was not

true for the liver cases included in this study. Although iodine contrast does aid in the

visualization of these liver tumors, the underlying soft tissue between the tumor and

healthy tissue is different making the GTVs easily identifiable on the relative electron

density and virtual non-contrast images. Figure 7.3 shows relative electron density images

and virtual non-contrast image of three liver cases. In the virtual non-contrast images

the iodine has been subtracted leaving behind the underlying soft tissue.

7.5 Conclusion

In conclusion, electron density DE images could aid in the delineation of pancreatic ade-

nocarcinomas when used in conjunction with VMIs for radiation therapy applications by

providing better qualitative and quantitative information of iodine enhancement com-

pared to mixed 120 kVp-equivalent images. On the other hand, the relative electron

density images may provide additional information during tumor delineation of liver tu-

mors for radiation treatment planning because the differentiation of liver tumors and

healthy tissue is greatly affected by differences in underlying soft tissue and not just

iodine uptake.
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(a) (b)

Figure 7.3: Relative electron density (a) and virtual non-contrast (b) images of three
liver tumors. The liver GTVs are outlined in magenta.
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Chapter 8

Inter-clinician agreement of pancreas

and liver gross target volumes using

TwinBeam DECT images and

virtual SECT images

8.1 Introduction

During radiation therapy treatment planning, the radiation oncologist contours what they

visualize to be the gross disease or gross target volume (GTV). The GTV is essentially

the gross demonstrable location and extent of the tumor [120]. The GTV is supposed to

correspond to where the tumor cell density is the highest and is used to determine the

radiotherapy dose location. Once the GTV is defined, additional margins are added to
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account for subclinical disease, tumor motion, and setup uncertainty. Tighter margins

are necessary for dose-escalated radiotherapy in order to maintain dose constraints to

surrounding organs at risk. Dose-escalated radiotherapy has shown to provide better

patient outcomes, especially for liver and pancreas cancer patients [23, 29]. It is therefore

important to accurately define the GTV as it sets the groundwork for all future radiation

planning. The application of DECT for the detection of pancreas and liver GTVs for

radiation therapy applications has not been extensively investigated.

Contouring studies are important as the geometric uncertainty associated with con-

touring variation is larger than that of set-up errors and organ movement for some tumor

sites [121]. Several contouring studies have used DECT images to analyze the repro-

ducibility and accuracy of tumors and ROI delineation [73, 122]. Hayden et al. used

sequential scan DECT images to investigate the performance of two automatic segmenta-

tion techniques by analyzing both qualitative and quantitative metrics [122]. Qualitative

metrics included scoring values on a scale of 1 to 4 based on the quality of the auto-

segmented contour. Quantitative values included Dice Similarity Coefficient, Hausdorff

distance, and center of mass displacement, all of which were used to assess the accuracy

of the segmentations compared to manual contours from two radiation oncologists. These

quantitative metrics are commonly used in contouring studies to evaluate the agreement

between two contours.

Gupta et al. investigated fast kVp-switching DECT images for the reproducibility

of pancreas tumor measurements [73]. Similarly to Hayden et al., this study also used

qualitative metrics, including tumor conspicuity and edge sharpness on a 5-point scale
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to test inter-observer agreement from three radiologists. It was concluded that planar

measurements of pancreas tumors were highly reproducible on fast kVp-switching DECT

images.

It is also common to collect only qualitative scores when investigating a new imaging

modality to assess the overall image quality and to determine whether a clinician prefers

a new image type over another. Altenbernd et al. collected subjective scores of image

quality on a scale of 1 to 5 during their investigation of dual-source DECT on HCC [7].

It was concluded that low-energy DECT images were more sensitive in detecting HCC

but also correlated to low subjective image quality scores [7]. Other studies also included

subjective reader analysis during their investigation of the visualization of pancreas and

liver tumors with a new imaging modality [38, 69].

Chapter 4 and 5 demonstrated that DECT VMIs can provide greater contrast and

CNR compared to virtual single-energy CT images for pancreas and liver tumors. As

a result, it was concluded that TwinBeam may improve the delineation of tumors for

radiation therapy purposes. The goal of this work is to quantify the impact of TwinBeam

images on the delineation of pancreas and liver GTVs by investigating the variation in

GTV contours among several clinicians. This work will investigate the inter- and intra-

clinician agreement of GTV contour, GTV volume, tumor conspicuity, edge sharpness,

delineation confidence, and image quality across three DECT datasets. Pancreas and

liver GTV contours on VMIs at 40 keV and iodine-enhanced images will be compared

to mixed 120 kVp-equivalent images. This is the first contouring study analyzing both

quantitative and qualitative results using TwinBeam DECT images.



www.manaraa.com

171

Jameson et al. did a full literature review of methods of analysis for contouring

studies and found that the most common metric for comparison was volume [123]. It

was also concluded that each type of comparison metric had its limitations; therefore,

it is beneficial to use multiple metrics when possible. For that reason, this contouring

study investigated four metrics to compare GTV contours. Jameson et al. also mentions

that the absolute accuracy of contours is hard to address as there is an absence of a gold

standard that outlines the true extent of objects being contoured [123]. Therefore, the

majority of contouring studies measure the variation of contour differences rather than

accuracy. This study attempted to address both the GTV accuracy and variation as all

GTV contours created in this study were compared to a reference contour as well as being

compared across image sets.

8.2 Methods

8.2.1 Patient population

The pancreas patient data reported in Chapter 4 and the liver data reported in Chapter

5 were used in this contouring study.

8.2.2 Imaging technique and reconstruction

The imaging protocols discussed in Chapter 4 Section 4.2.1 were used to acquire all images

in this study. For each individual liver patient, the contrast phase which demonstrated

the max CNR value in Chapter 5 was used in the contouring study. For all pancreas
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patients, the pancreatic phase was used. Of the 20 liver cases, 7 showed maximum GTV

contrast during the arterial phase and 13 showed maximum GTV contrast during the

portal venous phase. All datasets were reconstructed with ADMIRE at a strength of 2;

representing a low to medium level of noise suppression due to iterative reconstruction.

In summary, 7 arterial phase, 13 portal venous phase, and 18 pancreatic phase raw

DECT datasets were reconstructed using ADMIRE 2. From those DECT datasets, three

images were then generated: a mixed 120 kVp-equivalent image, a VMI at 40 keV, and

an iodine-enhanced image.

8.2.3 Image interpretation

Two separate contouring studies were performed, one for the pancreas cases and one for

the liver cases. For each study, the images were evaluated in a randomized order for

independent interpretation of the mixed 120 kVp-equivalent image, VMI at 40 keV, and

the iodine-enhanced image fused with the mixed 120 kVp-equivalent image. The fusion of

the iodine-enhanced image with the mixed 120 kVp-equivalent image was used because the

iodine-enhanced images are thought to provide complementary information to anatomical

images as opposed to being stand-alone images that can be used independently. For

the rest of this paper, this fusion (mixed 120 kVp-equivalent image and iodine-enhanced

image pair) will only be referred to as the “iodine-enhanced image”. Three radiation

oncologists and one radiologist independently contoured the liver and pancreas tumors

and analyzed the images in three sessions separated by at least 7 days to reduce recall

bias. Clinicians 1, 2, and 3 were the same for the pancreas and liver studies while
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Clinician 4 was two different physicians. One clinician from the pancreas study did not

finish the third contouring session so there was less than 18 complete datasets for that

clinician, but this was taken into account during analysis. The images were not batched

by reading session but were rather completely randomized. Four clinicians for each study

was determined to be an adequate number of readers based on the number of readers used

in past similar contouring studies, which ranged from 1-11 readers [7, 73, 122, 124–126].

Vinod et al. did an extensive literature search of contouring studies between 2000-2014

and found that the number of observers ranged from 3 to 50 with the median being 7

[127].

Each clinician was asked to contour the liver GTV using provided diagnostic infor-

mation including tumor type, size determined during diagnosis, liver lobe location, and

vascular involvement. For the pancreas study, the information provided to the clinicians

included the overall location of the tumor (head or tail of the pancreas), the size at diag-

nosis, the resectability, and a CT slice number of where the tumor is present. Clinicians

contoured using the tools in MIMvista software (MIM Software Inc. Cleveland, Ohio)

and were allowed to window the images as needed.

Qualitative assessment of GTV contours and image type was assessed using scaling

questions. The clinicians were also asked to answer 5 questions on a 5 or 6 point scale

evaluating tumor conspicuity, tumor edge sharpness, contouring confidence, and image

quality. Tumor conspicuity was rated from 0 = not visible to 5 = easily visible. Tumor

edge sharpness was rated from 0 = very poor sharpness to 5 = very sharp. Confidence

in tumor contour was rated as 0 = no confidence to 5 = very confident. Overall image
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quality was rated from 1 = very poor quality to 5 = very good quality.

8.2.4 Contour comparison

Three evaluation metrics were used to assess the variation in tumor segmentation: Jaccard

coefficient (JC), Dice similarity coefficient (DSC), and Hausdorff distance (HD). The DSC

calculates the overlap between datasets which in this case were two 3D contours. The

DSC is defined using Equation 8.1,

DSC =
2|X ∩ Y |
|X|+ |Y |

(8.1)

where |X| and |Y | are the volumes of each GTV. A resulting DSC value equal to one

corresponds to perfect overlap and a resulting value equal to zero corresponds to no

overlap. The JC is also used to gauge the similarity of two sample sets but the calculation

is different as shown in Equation 8.2,

JC =
|X ∩ Y |

|X|+ |Y | − |X ∩ Y |
(8.2)

a resulting value of 1 means the two datasets are identical, while a value equal to 0 means

the two datasets are completely distinct. The DSC and JC are similar but DSC is more

intuitive because it can be seen as the percent overlap between the two contours. The HD

measures the distance between two outer surfaces and is extensively described in Rogel

et al. [128]. Two identical surfaces have a HD equal to 0 mm and increasing distances

indicate more disagreement in contouring surfaces. For this work, the minimum, mean,
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and maximum HD between two outer surfaces were collected. The quantitative metrics

were calculated in MIMvista, where a workflow was created to compare two ROIs. The

metrics were then exported and analyzed in MATLAB.

8.2.4.1 Inter-clinician agreement

Quantitative assessment of GTV contour accuracy and inter-observer variability was per-

formed by calculating the three metrics between the treatment GTV contour, GTVtreat

and the new GTV contours, GTVclin. GTVtreat is the treatment planning GTV that were

created on VMIs at 57 keV using all available diagnostic information, diagnostic MRIs,

and all CT simulation images. MRI images are the gold standard for diagnosing and

delineating pancreas and liver tumors, which is why the treatment planning GTV was

chosen as a reference to assess the accuracy and variation of GTVclin.

8.2.4.2 GTV volume

Although volume does not indicate location or shape of a contour, it can be used for

GTV comparison. GTV volume was collected for each GTVclin and served as an inter-

comparison metric to determine the variability of GTVclin across the different image sets.

The volume of each GTVclin from a single image set for each tumor case was averaged

across all four clinicians. The coefficient of variation (CV) was then calculated and

averaged across all tumor cases and was used to determine whether a single image set

provided lower variability than another as a lower CV would indicate less variability in

GTVclin volumes.
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8.2.4.3 Intra-clinician agreement

The GTV contours were also intra-compared to assess the repeatability in GTV con-

touring across two image sets from a single clinician. The intra-clinician quantitative

metrics were calculated using the GTVclin from two different image sets (Mixed 120 kVp-

equivalent vs iodine-enhanced image, Mixed 120 kVp-equivalent vs VMI at 40 keV, and

VMI at 40 keV vs iodine-enhanced image). These results were used to determine if two

image pairs resulted in more reproducible contours than another image pair.

8.2.5 Statistical analysis

Statistical analysis was performed in MATLAB. Variance component analysis (ANOVA)

was used to estimate whether an image set or clinician provided statistically different

results than another. ANOVA is a statistical analysis used to determine whether a re-

sponsible variable varies among two or more different groups by returning a resulting

P value. All statistical tests were two-sided and statistical significance was determined

using a P value less than 0.05.

Linear mixed modeling was used to compare the qualitative scores among the three

images and between clinicians. Linear mixed modeling is a type of analysis that allows

for both fixed and random effects. Kappa statistics were used to determine the inter-

and intra-observer agreement of qualitative scoring of tumor conspicuity, tumor edge

sharpness, contouring confidence, and overall image quality. Kappa is a statistical analysis

used to determine whether a group of scores are in agreement or not in agreement based

on the resulting kappa value. Table 8.1 shows the different levels of agreement.
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Table 8.1: Scale showing the level of agreement associated with the resulting value
for kappa statistics.

κ Agreement

<0 poor
0-0.2 slight
0.21-0.4 fair
0.41-0.6 moderate
0.61-0.8 substantial
0.81-1 perfect

8.3 Liver Results

8.3.1 Qualitative results

The results illustrated in Figure 8.1 show the distribution of qualitative scores from each

clinician for each category and image type for the liver cases. This plot along with the

mean values from each clinician (Table 8.2) provide insight on the type of scorer each

clinician was. For example, Clinician 1 used the whole scale when rating each image and

had a large standard deviation of scored values. Clinicians 2 and 3, on the other hand, had

a smaller standard deviation of scoring and tended to rate each image highly. Table 8.2

shows the average results of the qualitative scores across all liver cases and clinicians. The

average image quality score was the greatest for the mixed 120 kVp-equivalent image at

3.40, which corresponds to above average image quality, while the average corresponding

score for the VMI at 40 keV was 3.33.

The accuracy of the qualitative scores was assessed to determine whether the con-

fidence, tumor conspicuity, and tumor edge sharpness score were correlated with GTV

contour accuracy. This was done by correlating each qualitative score with the quanti-

tative metrics assessing the overlap between the GTVclin with the GTVtreat. For cases
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Table 8.2: Mean qualitative score averaged across all liver cases for each scoring
category and image set for each clinician. The mean across all four clinicians is also
shown.

Tumor Conspicuity

Clinician Mixed VMI Iodine

1 3.12 3.44 2.69
2 4.33 4.12 3.83
3 3.88 3.29 3.76
4 3.67 3.40 3.41

Mean 3.75 3.56 3.42

Tumor Edge Sharpness
Clinician Mixed VMI Iodine

1 1.53 2.13 2.38
2 3.67 3.47 3.06
3 3.76 3.29 3.41
4 2.67 3.00 2.29

Mean 2.91 2.97 2.78

Confidence

Clinician Mixed VMI Iodine

1 2.29 2.88 2.63
2 3.89 3.65 3.33
3 3.71 3.24 3.41
4 2.80 2.93 2.53

Mean 3.17 3.17 2.97

Image Quality

Clinician Mixed VMI Iodine

1 2.50 2.90 2.70
2 4.15 3.80 3.40
3 4.15 3.60 3.75
4 2.80 3.00 2.50

Mean 3.40 3.33 3.09
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Figure 8.1: Box plots of the qualitative scores given by each clinician for each of the
three types of images across all liver tumor cases.

where the minimum Hausdorff distance was greater than one and the DSC and JC were

equal to zero, the GTVclin was not near the GTVtreat. The scored values corresponded

to these cases were altered to zero for all future analysis. The regions that the clinicians

were scoring could have been liver cirrhosis, a tumor bed, or another tumor that was not

the one specified in the diagnostic sheet.

8.3.1.1 Inter-clinician agreement

The qualitative scores were analyzed using linear mixed modeling and agreement was as-

sessed using kappa statistics. Table 8.3 lists the kappa values resulting from Fleiss’ kappa

computation to assess the inter-clinician agreement of the qualitative scores. In general,

these results show poor to slight agreement amongst clinicians. The reader agreement in
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contouring confidence and image quality was the lowest for the mixed 120 kVp-equivalent

image.

Table 8.3: Kappa values assessing the inter-clinician agreement in the qualitative
scores for each category and image type for the liver contouring study. Higher kappa
equates to higher agreement.

Iodine-enhanced Mixed VMI 40 keV

Tumor Conspicuity 0.04 0.10 0.10
Tumor Edge Sharpness -0.01 0.04 0.09
Confidence 0.11 -0.01 0.10
Image Quality 0.09 0.00 0.07

8.3.1.2 Intra-clinician agreement

The intra-clinician agreement across the three image sets was also investigated (Table 8.4).

Clinician 1 showed the highest moderate agreement in tumor conspicuity scoring across all

images (κ = 0.40), meaning that the reader saw almost no difference in tumor conspicuity

across image sets. For the rest of the clinicians and qualitative scoring categories, the

agreement ranged from slight to fair (κ = 0.04− 0.29).

Table 8.4: Kappa values assessing the intra-clinician agreement in the qualitative
scores across the three image sets. A greater kappa value corresponds to greater agree-
ment.

Clinician 1 Clinician 2 Clinician 3 Clinician 4

Tumor Conspicuity 0.40 0.18 0.22 0.22
Tumor Edge Sharpness 0.18 0.12 0.04 0.08
Confidence 0.11 0.27 0.04 0.27
Image Quality 0.06 0.28 0.20 0.29
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8.3.1.3 Linear mixed modeling

The linear mixed modeling results comparing the qualitative scores of the mixed 120 kVp-

equivalent images against the iodine-enhanced images and VMIs at 40 keV are shown

in Table 8.5. Overall, there was no difference in the qualitative scores as all but one

of the P values were greater than 0.11. One exception was Clinician 3, who scored the

image quality of the VMIs at 40 keV statistically lower than the mixed 120 kVp-equivalent

images (P=.03).

The qualitative scores were also analyzed per liver patient. Five out of the 20 liver

cases had greater scores of tumor conspicuity, tumor edge sharpness, and contouring

confidence scores on the VMIs at 40 keV compared to the mixed 120 kVp-equivalent image

from two out of the four clinicians. Figure 8.2 illustrates one example of the five cases.

The GTV contrast and CNR of this specific case determined in Chapter 5 was 7.46 HU

and 1.14 for the mixed 120 kVp-equivalent image and increased to 12.26 HU and 1.71 for

the VMI at 40 keV.

(a) (b) (c)

Figure 8.2: Mixed 120 kVp-equivalent (a), iodine-enhanced (b), and VMI at 40 keV
(c) for liver Patient 17 where the tumor conspicuity, tumor edge sharpness, and con-
touring confidence scores were greater on the VMI at 40 keV compared to the mixed
120 kVp-equivalent image from two out of the four clinicians.
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Table 8.5: Linear mixed model analysis comparing each qualitative scoring category
for each image set versus the mixed 120 kVp-equivalent images by Clinician 1, 2, 3, and
4.

Qualitative
scoring category

Image Set
Mean Difference

Compared to
Mixed 120 kVpa

LCL 95% UCL 95% P value

Conspicuityb

1
Iodine -0.45 -1.26 0.36 0.40
VMI 40 keV -0.40 -1.33 0.23 0.51

2
Iodine -0.15 -0.92 0.62 0.82
VMI 40 keV 0.20 -0.78 0.58 0.77

3
Iodine -0.10 -0.75 0.55 0.82
VMI 40 keV -0.50 -1.01 0.41 0.77

4
Iodine 0.55 -0.11 1.21 0.40
VMI 40 keV 0.00 -0.11 1.01 1.00

Edge Sharpnessb

1
Iodine -0.55 -1.20 0.20 0.27
VMI 40 keV -0.35 -1.26 -0.24 0.52

2
Iodine -0.10 -0.80 0.40 0.84
VMI 40 keV -0.10 -0.80 0.30 0.85

3
Iodine -0.30 -0.92 0.42 0.56
VMI 40 keV -0.40 -0.86 0.06 0.37

4
Iodine 0.45 0.03 1.07 0.37
VMI 40 keV -0.10 -0.43 0.43 0.84

Confidencec

1
Iodine -0.50 -1.14 0.34 0.32
VMI 40 keV -0.40 -1.08 0.38 0.48

2
Iodine -0.20 -0.45 0.85 0.71
VMI 40 keV -0.05 -0.73 0.53 0.93

3
Iodine -0.25 -1.17 0.17 0.44
VMI 40 keV -0.40 -1.04 0.24 0.11

4
Iodine 0.55 -0.65 0.65 0.27
VMI 40 keV 0.05 -0.77 0.57 0.92

Image Qualityd

1
Iodine -0.75 -1.16 0.36 0.04
VMI 40 keV -0.35 -0.83 0.13 0.29

2
Iodine -0.25 -0.44 0.34 0.51
VMI 40 keV -0.05 -0.49 0.39 0.90

3
Iodine -0.40 -0.99 0.19 0.11
VMI 40 keV -0.55 -0.94 -0.16 0.03

4
Iodine 0.00 -0.53 0.63 1.00
VMI 40 keV -0.40 -0.79 -0.01 0.18

a(-) value = score is less than mean score for mixed 120 kVp-equivalent image, (+) value =
score is greater than mean score for mixed 120 kVp-equivalent image
b 6-point Scale: 0 = barely visualized to 5 = easily visualized
c 6-point Scale: 0 = not confident to 5 = very confident
d 5-point Scale: 1 = poor to 5 = excellent
keV, kiloelectron-volts; kVp, kiloelectron voltage peak; LCL, lower confidence interval; UCL,
upper confidence interval
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8.3.2 Quantitative results

8.3.2.1 Inter-clinician agreement

The results of the three quantitative evaluation metrics comparing the GTVclin and

GTVtreat from each image set are presented in Table 8.6. The mean values were av-

eraged across all liver cases. Statistically, these results showed negligible variation in the

GTVclin contours across the different image types (P>.40). In other words, there was no

statistical difference in quantitative metric based on image type.

Clinician 3 had the overall greatest agreement to the reference contours with the

greatest JC, greatest DSC, and smallest HDmean values regardless of image set. Clinician

2 showed the overall worst agreement to the reference contours because on average, the

JC, and DSC were the smallest and the HDmean was the greatest for each image set.

As already mentioned, there were cases where each clinician contoured a region of

interest that was completely different than the GTVtreat contour. But there were also

cases where the agreement was almost perfect as the maximum DSC was greater than

0.90.

The quantitative results listed in Table 8.6 were then averaged across all clinicians for

each image type to determine if one image correlated with GTV contours that more closely

matched the reference contours. These average results are listed in Table 8.7. Although

statistically insignificant, the GTVclin contours created on the mixed 120 kVp-equivalent

images were on average more similar to the reference contours than ones created on the

iodine-enhanced images or VMIs at 40 keV.
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Table 8.6: Mean, standard deviation (SD), coefficient of variation (CV), minimum,
median, and maximum Jaccard coefficient (JC), Dice Similarity Coefficient (DSC), and
mean Hausdorff distance (HD) calculated for each GTVclin compared to the GTVtreat

averaged across all liver cases. The mean results averaged across all clinicians are shown
in Table 8.7.

Clinician Image Mean SD CV (%) Min Median Max P value

JC

1

Mixed 0.47 0.3 62% 0.00 0.46 0.86

0.79VMI 40 keV 0.44 0.3 74% 0.00 0.52 0.83
Iodine 0.48 0.3 52% 0.00 0.45 0.86

2

Mixed 0.49 0.3 54% 0.00 0.52 0.83

0.41VMI 40 keV 0.46 0.3 62% 0.00 0.42 0.84
Iodine 0.48 0.3 58% 0.00 0.55 0.84

3

Mixed 0.42 0.3 80% 0.00 0.41 0.87

0.91VMI 40 keV 0.38 0.3 90% 0.00 0.36 0.83
Iodine 0.38 0.3 88% 0.00 0.42 0.89

4

Mixed 0.45 0.3 74% 0.00 0.53 0.87

0.79VMI 40 keV 0.49 0.3 64% 0.00 0.54 0.88
Iodine 0.42 0.3 79% 0.00 0.49 0.87

DC

1

Mixed 0.58 0.3 54% 0.00 0.63 0.93

0.92VMI 40 keV 0.54 0.4 68% 0.00 0.69 0.91
Iodine 0.61 0.3 45% 0.00 0.62 0.93

2

Mixed 0.61 0.3 52% 0.00 0.71 0.93

0.99VMI 40 keV 0.58 0.3 59% 0.01 0.76 0.91
Iodine 0.58 0.3 57% 0.00 0.69 0.94

3

Mixed 0.51 0.4 72% 0.00 0.58 0.93

0.93VMI 40 keV 0.46 0.4 85% 0.00 0.53 0.91
Iodine 0.47 0.4 82% 0.00 0.59 0.94

4

Mixed 0.54 0.4 69% 0.00 0.69 0.93

0.80VMI 40 keV 0.59 0.3 59% 0.00 0.70 0.93
Iodine 0.51 0.4 73% 0.00 0.65 0.93

HDmean

1

Mixed 10.3 17 168% 1.48 3.57 59.98

0.44VMI 40 keV 15.9 25 154% 1.50 3.41 82.25
Iodine 8.13 14 170% 2.14 3.46 58.53

2

Mixed 7.05 7.6 108% 1.50 3.60 29.62

0.98VMI 40 keV 6.82 6.3 93% 1.31 3.97 21.11
Iodine 7.28 6.6 91% 1.45 4.34 23.58

3

Mixed 14.8 20 133% 1.50 4.14 58.22

0.83(mm) VMI 40 keV 16.8 21 124% 1.31 5.87 61.45
Iodine 19.2 26 134% 1.45 5.93 85.00

4

Mixed 15.0 20 135% 1.08 3.88 56.26

0.94VMI 40 keV 17.9 31 173% 1.22 3.40 113.4
Iodine 16.9 26 154% 1.26 4.48 100.4
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Table 8.7: Mean and coefficient of variation (CV) of Jaccard Coefficient, Dice Similar-
ity Coefficient, and mean Hausdorff Distance (HDmean) calculated for each liver GTVclin

compared to GTVtreat averaged across all clinicians for each image set. Results from
each clinician are shown in Table 8.6.

Image type Mean CV (%) P value

Jaccard Coefficient
Mixed 0.46 6.1%

0.85VMI 40 keV 0.45 12%
Iodine 0.44 11%

Dice Similarity Coefficient
Mixed 0.56 8.0%

0.89VMI 40 keV 0.54 11%
Iodine 0.54 12%

HDmean(mm)
Mixed 11.8 32%

0.77VMI 40 keV 14.4 35%
Iodine 12.9 47%

8.3.2.2 Volume

Figure 8.3 shows the distribution of volumes for each liver GTVclin and GTVtreat. Al-

though no single image set resulted in GTV volumes that were statistically different from

another (P>.1), Figure 8.3 does point out certain outliers. Clinician 1, for example

contoured GTVs that were significantly different in size than the GTVtreat volumes as

indicated by the blue +.
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Table 8.8 lists the volumes from each liver GTVtreat, the mean GTVclin volume av-

eraged across all four clinicians, and the corresponding CV for each image set. If there

were at least three clinicians that did not accurately contour the tumor on an image set,

those cases were disregarded from analysis, which is why there are only 17 cases listed in

Table 8.8. Table 8.9 shows the mean CV averaged over all liver cases for each image set.

Although, statistically there was no difference in the variation of the GTVclin contours

across the different image sets (P=.36), the smallest mean CV was 0.38 from the mixed

120 kVp-equivalent images. The mean CV was 0.58 for the iodine-enhanced images, and

0.46 for the VMIs at 40 keV.

Table 8.8: The volume of each liver GTVtreat as well as the mean volume from each
GTVclin and the CV averaged across all four clinicians from the iodine-enhanced images,
mixed 120 kVp-equivalent images, and VMIs at 40 keV.

Patient Reference (ml) Iodine (ml) CV Mixed (ml) CV VMI (ml) CV

1 386 316 0.08 320 0.06 315 0.06
2 60.1 68.9 0.24 66.9 0.19 61.6 0.20
3 8.15 4.69 0.32 5.05 0.25 4.39 0.29
4 66.0 57.9 0.17 69.7 0.10 65.4 0.05
5 55.7 24.5 0.61 25.1 0.66 10.6 0.39
6 59.8 59.4 0.26 40.9 0.10 49.8 0.13
7 7.50 113 1.69 16.9 1.30 33.5 0.40
8 203 144 0.37 132 0.64 247 0.99
10 3.87 7.73 0.22 26.7 1.60 69.6 1.87
11 279 148 0.67 200 0.64 265 0.09
12 2.15 4.98 0.68 136.7 1.35 69.9 0.40
13 37.4 18.3 0.23 20.6 0.12 15.6 0.19
16 26.1 22.7 0.19 28.1 0.23 22.4 0.60
17 5.95 6.41 0.12 11.7 0.88 6.28 0.04
18 89.3 74.3 0.48 97.6 0.10 97.0 0.10
19 19.3 19.5 0.14 43.3 0.97 194 1.81
20 737 728 0.05 539 0.65 703 0.11
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Table 8.9: Mean CV averaged over all liver cases shown in Table 8.8 for each image
type.

CVmean P value

Mixed 0.38

0.36VMI 40 keV 0.58
Iodine 0.45

8.3.2.3 Tumor edge sharpness and mean Hausdorff distance

As previously mentioned, HD is a metric used to compare the surfaces between two 3D

contours. The HDmean specifically is the mean distance between two surfaces and a greater

distance corresponds to greater disagreement and vice versa. This study investigated

whether there was a correlation between the clinician scored tumor edge sharpness and the

HDmean calculated between the GTVclin and GTVtreat. Figure 8.4 shows the distribution

of HDmean for each tumor edge sharpness score for all four clinicians. As seen by the data,

a smaller HDmean correlated to larger tumor edge sharpness score (P<<.001)

8.3.2.4 Intra-clinician agreement

Table 8.10 shows the intra-clinician quantitative results for the liver study. These results

compared the GTVclin contours between two image sets (Mixed - Iodine, Mixed - VMI,

and VMI - Iodine). On average, the GTVclin contours were equally reproducible regardless

of image type (P>.36).

Since the mixed 120 kVp-equivalent images served as a surrogate for conventional

SECT image, the Mixed - VMI and Mixed - Iodine results were averaged across all

clinicians to determine whether the VMI or iodine-enhanced image produced more similar
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Figure 8.4: HDmean for each tumor edge sharpness score from all four clinicians from
all liver cases.

GTV contours by analyzing the variation in these metrics across the clinicians. Figure 8.5

illustrates the consolidated data of JC, DSC, and HDmax averaged for each liver patient.

There were two specific liver cases (Patient 6 and Patient 19) that showed statistically

greater agreement in GTVclin contours from the Mixed - VMIs at 40 keV pair than the

Mixed - iodine-enhanced images. Image sets from Patient 6 are shown in Figure 8.6,

where the JC for the Mixed - Iodine pair was 0.59 ± 0.07, while the JC for the Mixed -

VMI pair was 0.73 ± 0.07 (P=.03). For this same patient, the DSC was 0.74 ± 0.05 for

the Mixed - Iodine pair and 0.84 ± 0.05 for the Mixed - VMI pair (P=.03). The HDmean

was 3.49 ± 0.6 mm from the Mixed - Iodine pair and 2.14 ± 0.5 mm for the Mixed -

VMI pair (P=.01). The increase in GTVclin contrast and CNR of this tumor determined
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from Chapter 5 went from 8.08 HU and 0.52 from the mixed 120 kVp-equivalent image to

93.98 HU and 3.38 from the VMI at 40 keV.
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Table 8.10: Jaccard coefficient (JC), Dice Similarity Coefficient (DSC), and mean
Hausdorff distance (HD) comparing the GTVclin from the mixed 120 kVp-equivalent
image to the VMI at 40 keV (Mixed - VMI), to the iodine-enhanced image (Mixed -
Iodine), and the VMI at 40 keV to the iodine-enhanced images (VMI - Iodine) averaged
across all liver cases for each clinician.

Clinician Image Comparison Mean SD Min Median Max P value

JC

1

Mixed - Iodine 0.59 0.28 0.00 0.63 0.88

0.60Mixed - VMI 0.57 0.34 0.00 0.77 0.88
VMI - Iodine 0.53 0.32 0.00 0.63 0.86

2

Mixed - Iodine 0.62 0.19 0.16 0.68 0.87

0.82Mixed - VMI 0.56 0.31 0.00 0.71 0.86
VMI - Iodine 0.53 0.30 0.00 0.59 0.85

3

Mixed - Iodine 0.52 0.28 0.00 0.58 0.84

0.73Mixed - VMI 0.57 0.24 0.00 0.63 0.84
VMI - Iodine 0.59 0.25 0.00 0.67 0.84

4

Mixed - Iodine 0.56 0.29 0.00 0.60 0.88

0.87Mixed - VMI 0.59 0.31 0.00 0.66 0.89
VMI - Iodine 0.51 0.32 0.00 0.63 0.87

DSC

1

Mixed - Iodine 0.69 0.29 0.00 0.77 0.94

0.44Mixed - VMI 0.65 0.37 0.00 0.87 0.94
VMI - Iodine 0.62 0.35 0.00 0.78 0.92

2

Mixed - Iodine 0.75 0.17 0.27 0.81 0.93

0.81Mixed - VMI 0.65 0.34 0.00 0.83 0.93
VMI - Iodine 0.64 0.33 0.00 0.74 0.92

3

Mixed - Iodine 0.63 0.32 0.00 0.74 0.91

0.72Mixed - VMI 0.69 0.24 0.00 0.77 0.91
VMI - Iodine 0.70 0.27 0.00 0.80 0.91

4

Mixed - Iodine 0.67 0.31 0.00 0.75 0.94

0.77Mixed - VMI 0.68 0.33 0.00 0.79 0.94
VMI - Iodine 0.61 0.36 0.00 0.77 0.93

HDmean

1

Mixed - Iodine 8.39 16.05 0.87 2.91 56.97

0.36Mixed - VMI 11.05 19.70 0.96 2.15 68.09
VMI - Iodine 13.58 22.92 1.07 3.41 85.72

2

Mixed - Iodine 5.44 7.19 0.98 2.86 32.96

0.71Mixed - VMI 11.33 18.36 1.01 2.15 64.26
VMI - Iodine 12.08 19.58 0.80 2.92 71.66

3

Mixed - Iodine 12.82 23.06 1.68 2.79 72.69

0.65(mm) Mixed - VMI 6.90 16.44 1.68 2.38 74.34
VMI - Iodine 9.04 18.99 1.53 2.48 72.93

4

Mixed - Iodine 9.00 19.05 1.27 2.30 81.53

0.75Mixed - VMI 14.68 29.63 0.97 2.63 105.04
VMI - Iodine 13.07 22.35 1.31 2.75 71.84
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Figure 8.5: Mean and variation in Jaccard Coefficient (JC) (a), Dice Similarity
Coefficient (DSC) (b), and the mean Hausdorff Distance (HD) (c) for each liver case.
These metrics were calculated comparing the Mixed - Iodine and Mixed - VMI 40 keV
image sets.



www.manaraa.com

193

(a
)

(b
)

(c
)

F
ig
u
re

8
.6
:

T
h

e
G

T
V

cl
in

co
n
to

u
rs

of
li

ve
r

P
at

ie
n
t

6
fr

om
al

l
fo

u
r

cl
in

ic
ia

n
s

on
th

e
m

ix
ed

12
0

k
V

p
-e

q
u

iv
a
le

n
t

(a
),

io
d

in
e-

en
h

an
ce

d
im

ag
e

(b
),

an
d

V
M

I
at

40
k
eV

(c
).

T
h

e
J
C

an
d

D
S
C

fr
om

th
e

M
ix

ed
-

Io
d

in
e

w
as

m
u

ch
d

iff
er

en
t

th
a
n

th
e

M
ix

ed
-

V
M

I
an

al
y
si

s.
R

ed
is

C
li

n
ic

ia
n

1,
b

lu
e

is
C

li
n
ic

ia
n

2,
or

an
ge

is
C

li
n

ic
ia

n
3,

an
d

gr
ee

n
is

C
li

n
ic

ia
n

4.



www.manaraa.com

194

8.4 Pancreas Results

8.4.1 Qualitative results

The qualitative scores of the pancreas cases are displayed in Figure 8.7 to visualize the

distribution of scores from each clinician. Clinician 1 and 4 had a greater range of scores,

while Clinician 2 and 3 did not. The qualitative scores were then averaged across all

pancreas cases and are listed in Table 8.11. Similarly to the liver results, the mixed

120 kVp-equivalent images had on average the greatest image quality score of 3.54 com-

pared to 3.30 and 2.99 for the VMIs at 40 keV and iodine-enhanced images, respectively.

There were also pancreas cases where the clinician contoured a region of interest

that was not near the GTVtreat as determined by the HDmax, DSC, and JC. Therefore,

the tumor conspicuity, edge sharpness, and contouring confidence was altered to zero

for future analysis. For these cases, the region could have been inflammation due to

the pancreas cancer, or the clinician could have been completely guessing on the tumor

location did not refer to the given CT slice.

8.4.1.1 Inter-clinician agreement

Table 8.12 list the kappa values resulting from the kappa statistics assessing the inter-

clinician agreement in the qualitative scores. As Figure 8.7 and Table 8.12 show, there

was large variability in the qualitative scoring and was no agreement in qualitative scores

for any of the categories.
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Table 8.11: Mean qualitative scores averaged across all pancreas cases for each scoring
category and image set. The mean across all four clinicians is also shown.

Tumor Conspicuity

Clinician Mixed VMI Iodine

1 3.00 3.22 2.41
2 2.35 2.18 1.81
3 3.23 3.62 3.00
4 4.18 3.33 2.73

Mean 3.19 3.09 2.49

Tumor Edge Sharpness

Clinician Mixed VMI Iodine

1 2.44 2.56 1.82
2 1.18 1.47 1.06
3 3.00 3.38 2.90
4 3.94 3.67 2.60

Mean 2.64 2.77 2.10

Confidence

Clinician Mixed VMI Iodine

1 2.72 2.67 2.41
2 1.71 1.76 1.38
3 3.00 3.38 3.00
4 4.29 3.67 2.67

Mean 2.93 2.87 2.36

Image Quality

Clinician Mixed VMI Iodine

1 3.83 4.06 3.11
2 2.44 2.28 1.83
3 4.00 3.69 3.80
4 3.89 3.17 3.22

Mean 3.54 3.30 2.99
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Figure 8.7: Box plots of the qualitative scores given by each clinician for each of the
three types of images across all pancreas tumor cases.

Table 8.12: Kappa statistic results showing the inter-clinician agreement in the qual-
itative scores for each category and image type for the pancreas cases. Higher kappa
value equates to higher agreement.

Iodine-enhanced Mixed VMI 40 keV

Tumor Conspicuity 0.03 -0.07 0.01
Tumor Edge Sharpness 0.08 -0.08 -0.01
Confidence -0.03 -0.09 -0.06
Image Quality -0.05 -0.02 0.01

8.4.1.2 Intra-clinician agreement

The intra-clinician agreement in the qualitative scores were then assessed for each clin-

ician. There was overall poor to slight agreement in the scores (κ = −0.12 − 0.13).

This means that the clinicians scored differently for each image set. Clinician 3 was one

exception, who scored the tumor conspicuity fairly similar across the three image sets
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(κ = 0.22).

Table 8.13: Kappa values assessing the intra-clinician agreement in the qualitative
scores across the three image sets for the pancreas cases. A greater kappa value corre-
sponds to greater agreement.

Clinician 1 Clinician 2 Clinician 3 Clinician 4

Tumor Conspicuity 0.02 0.06 0.22 -0.04
Tumor Edge Sharpness -0.10 0.01 0.04 -0.07
Confidence 0.13 0.01 0.04 -0.06
Image Quality -0.12 0.09 0.2 -0.12

8.4.1.3 Linear mixed modeling

Table 8.14 shows the mean scoring results from the iodine-enhanced images and VMIs

at 40 keV in comparison to the mixed 120 kVp-equivalent images averaged over all pan-

creas cases. There were several cases where the iodine-enhanced and VMI at 40 keV

had statistically different scores than the mixed 120 kVp-equivalent image (P<.05). For

Clinicians 1 and 4, the mixed 120 kVp-equivalent images scored on average higher than

iodine-enhanced images in tumor conspicuity and edge sharpness (P<0.02). Clinician 4

also scored the mixed 120 kVp-equivalent images higher in image quality than the VMIs

at 40 keV (P=.03).

The qualitative results were also analyzed as a function of pancreas patient. The

majority of the cases had higher scores on the mixed 120 kVp-equivalent images for all

four scoring categories. There were two pancreas cases where two out of the four clinicians

scored the VMIs at 40 keV higher than the mixed 120 kVp-equivalent images based on

tumor conspicuity, tumor edge sharpness, and contouring confidence. Figure 8.8 shows

one of those cases where you can visually see the increase in tumor conspicuity from the
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Table 8.14: Linear mixed model analysis comparing each qualitative scoring category
for each image set against the mixed 120 kVp-equivalent images by Clinician 1, 2, 3,
and 4 from the pancreas cases.

Qualitative
scoring category

Image Set
Mean Difference

Compared to
Mixed 120 kVpa

LCL 95% UCL 95% P value

Conspicuityb

1
Iodine -0.72 -1.29 -0.16 0.02
VMI 40 keV 0.22 -1.37 -0.07 0.56

2
Iodine -0.61 -1.34 0.12 0.12
VMI 40 keV -0.17 -0.82 0.49 0.70

3
Iodine -0.64 -1.95 0.67 0.35
VMI 40 keV 0.28 -1.89 0.72 0.65

4
Iodine -1.78 -2.74 -0.82 0.00
VMI 40 keV -0.78 -2.71 -0.51 0.08

Edge Sharpnessb

1
Iodine -0.72 -1.00 0.11 0.04
VMI 40 keV 0.11 -1.27 -0.18 0.81

2
Iodine -0.17 -1.06 0.29 0.63
VMI 40 keV 0.28 -1.19 -0.04 0.49

3
Iodine -0.58 -1.84 0.78 0.39
VMI 40 keV 0.28 -2.34 0.78 0.63

4
Iodine -1.61 -3.04 -0.74 0.01
VMI 40 keV -0.22 -1.78 0.34 0.59

Confidencec

1
Iodine -0.44 -0.51 0.96 0.13
VMI 40 keV -0.06 -0.80 1.02 0.89

2
Iodine -0.39 -0.99 0.66 0.27
VMI 40 keV 0.06 -0.50 1.05 0.88

3
Iodine -0.53 -0.92 1.47 0.44
VMI 40 keV 0.28 -0.84 1.40 0.63

4
Iodine -1.89 -1.59 0.04 0.01
VMI 40 keV -0.56 -1.01 0.56 0.20

Image Qualityd

1
Iodine -0.72 -0.84 0.73 0.02
VMI 40 keV 0.22 -0.38 0.83 0.48

2
Iodine -0.61 -0.66 0.77 0.05
VMI 40 keV -0.17 -0.65 0.32 0.51

3
Iodine -0.78 -0.84 1.40 0.34
VMI 40 keV -0.19 -1.55 1.16 0.78

4
Iodine -0.72 -1.37 0.26 0.20
VMI 40 keV -0.78 -1.40 -0.15 0.03

a(-) value = score is less than mean score for mixed 120 kVp-equivalent image, (+) value
= score is greater than mean score for mixed 120 kVp-equivalent image
b6-point Scale: 0 = barely visualized to 5 = easily visualized
c6-point Scale: 0 = not confident to 5 = very confident
d5-point Scale: 1 = poor to 5 = excellent
keV, kiloelectron-volts; kVp, kiloelectron voltage peak; LCL, lower confidence interval;
UCL, upper confidence interval
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VMI at 40 keV. Based on the results of Chapter 4 the GTV contrast and CNR for this

specific case increased from 35.78 HU and 5.90 for the mixed 120 kVp-equivalent image

to 161.7 HU and 14.36 for the VMI at 40 keV.

(a) (b) (c)

Figure 8.8: GTVtreat shown in magenta on the Mixed 120 kVp-equivalent (a), iodine-
enhanced (b), and VMI at 40 keV (c) for pancreas Patient 17 where the tumor con-
spicuity, tumor edge sharpness, and contouring confidence scores were greater on the
VMI at 40 keV compared to the mixed 120 kVp-equivalent image from two out of the
four clinicians.

8.4.2 Quantitative results

8.4.2.1 Inter-clinician agreement

The quantitative results comparing the GTVtreat and GTVclin for the pancreas cases are

presented in Table 8.15. Although there was no statistical difference in the evaluation

metrics across the different image types (P>.10), the VMIs at 40 keV provided the great-

est JC and DSC and smallest HDmean. Clinician 4 created GTV contours that were on

average most similar to the reference GTV contours. On the other hand, Clinician 2

provided GTV contours that were least similar to the reference contours.

There were instances were a clinician did not accurately contour the GTV even with

the provided diagnostic information as the minimum JC and DSC were zero. On the
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other hand, the greatest overlap determined by the DSC was only 0.83 from the mixed

120 kVp-equivalent images of Clinician 4.

Table 8.16 shows the results of Table 8.15 averaged across all clinicians. The GTV

contours created from the VMIs at 40 keV were statistically more similar to the reference

contours and considered more accurate based on the HDmean values (P=.04).

8.4.2.2 Volume

Table 8.17 lists the GTVtreat volumes, the mean GTVclin volumes averaged across all

clinicians, and the corresponding CV. Each GTVclin volume was much greater than the

reference contours except for pancreas Patient 18. Scatter plots of each GTVtreat and

GTVclin are shown in Figure 8.9.
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Table 8.15: Mean, standard deviation (SD), coefficient of variation (CV), minimum,
median, and maximum Jaccard coefficient (JC), Dice Similarity Coefficient (DSC),
and mean Hausdorff distance (HD) calculated for each GTVclin from each image set
compared to the GTVtreat averaged across all pancreas cases. The mean results averaged
across all clinicians is shown in Table 8.16.

Clinician Image Mean SD Min Median Max ANOVA P value

JC

1

Mixed 0.20 0.2 0.04 0.14 0.55
0.77VMI 40 keV 0.21 0.2 0.04 0.15 0.55

Iodine 0.17 0.2 0.00 0.13 0.65

2

Mixed 0.19 0.1 0.00 0.16 0.52
0.81VMI 40 keV 0.19 0.1 0.00 0.19 0.48

Iodine 0.17 0.1 0.00 0.14 0.50

3

Mixed 0.20 0.2 0.00 0.18 0.58
0.64VMI 40 keV 0.22 0.2 0.02 0.13 0.55

Iodine 0.15 0.2 0.00 0.10 0.47

4

Mixed 0.30 0.2 0.00 0.29 0.71
0.27VMI 40 keV 0.33 0.1 0.04 0.34 0.57

Iodine 0.23 0.2 0.00 0.26 0.61

DSC

1

Mixed 0.31 0.2 0.07 0.24 0.71
0.70VMI 40 keV 0.32 0.2 0.07 0.27 0.71

Iodine 0.27 0.2 0.00 0.23 0.78

2

Mixed 0.30 0.2 0.00 0.28 0.68
0.79VMI 40 keV 0.30 0.2 0.00 0.32 0.65

Iodine 0.26 0.2 0.00 0.25 0.66

3

Mixed 0.30 0.2 0.00 0.31 0.73
0.65VMI 40 keV 0.33 0.2 0.04 0.23 0.71

Iodine 0.24 0.2 0.00 0.17 0.63

4

Mixed 0.42 0.3 0.00 0.44 0.83
0.20VMI 40 keV 0.48 0.2 0.08 0.51 0.72

Iodine 0.33 0.3 0.00 0.42 0.76

HDmean

1

Mixed 8.24 4.1 3.49 7.04 18.4
0.28VMI 40 keV 7.75 3.7 2.59 8.40 14.0

Iodine 10.2 6.1 2.39 9.01 26.6

2

Mixed 9.98 8.8 3.10 6.80 36.8
0.77VMI 40 keV 9.03 5.7 4.05 7.03 23.7

Iodine 11.0 9.9 2.78 7.03 37.5

3

Mixed 9.17 7.3 2.30 6.49 24.1
0.78VMI 40 keV 7.81 5.0 2.55 7.37 21.6

Iodine 9.39 5.4 3.63 9.17 20.3

4

Mixed 6.38 5.2 0.83 4.43 18.8
0.10VMI 40 keV 5.15 5.2 1.33 3.39 22.4

Iodine 10.4 11 1.08 6.21 41.1
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Table 8.16: Mean and coefficient of variation (CV) of Jaccard Coefficient, Dice Sim-
ilarity Coefficient, and mean Hausdorff Distance calculated for each pancreas GTVclin

compared to GTVtreat averaged across all clinicians for each image set. Results from
each clinician are shown in Table 8.15.

Mean CV (%) P value

Jaccard Coefficient
Mixed 0.22 23%

0.30VMI 40 keV 0.24 26%
Iodine 0.18 19%

Dice Similarity Coefficient
Mixed 0.33 18%

0.22VMI 40 keV 0.36 23%
Iodine 0.27 15%

HDmean(mm)
Mixed 8.4 18%

0.04VMI 40 keV 7.4 22%
Iodine 10.3 7.0%

Table 8.17: The volume of each pancreas GTVtreat volume as well as the mean volume
from each GTVclin and the CV averaged across all four clinicians from the iodine-
enhanced images, mixed 120 kVp-equivalent images, and VMIs at 40 keV.

Patient Reference (ml) Iodine (ml) CV Mixed (ml) CV VMI (ml) CV

1 0.527 6.11 0.50 12.3 0.33 13.4 1.08
2 3.53 37.4 0.65 38.9 0.69 46.3 0.87
3 5.32 18.7 0.68 15.0 0.96 16.0 0.67
4 9.21 17.4 0.53 15.5 0.24 17.6 0.32
5 1.64 10.18 0.24 14.0 0.61 8.11 0.58
6 5.56 19.9 0.69 10.4 0.20 22.1 0.55
7 7.50 29.7 0.63 35.1 0.47 28.0 0.52
8 1.50 7.59 0.26 9.06 0.18 11.0 0.42
9 25.9 50.3 0.13 49.4 0.09 45.2 0.15
10 2.57 5.95 0.50 7.23 0.21 5.77 0.86
11 0.943 4.11 0.68 6.14 0.68 6.44 0.80
12 2.31 32.6 0.35 33.1 0.22 22.9 0.51
13 2.07 23.6 0.58 21.3 0.21 21.1 0.35
14 2.82 10.4 0.52 9.56 0.26 9.38 0.50
15 0.795 7.35 0.62 8.54 0.51 9.86 0.57
16 2.76 12.7 0.75 7.23 0.16 12.5 0.84
17 1.41 6.37 0.37 5.23 0.47 5.94 0.49
18 29.3 19.3 0.40 13.3 0.34 17.4 0.49
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The CV was then averaged across all patients for each image type (Table 8.18).

The variation in the GTVclin volumes was statistically smaller for the mixed 120 kVp-

equivalent images with a CV equal to 0.38 compared the iodine-enhanced images (CV =

0.50) and VMIs at 40 keV (CV = 0.59).

Table 8.18: The average coefficient of variation (CV) of GTVclin volumes contoured
from each image type averaged across all pancreas cases. The P value listed is from
ANOVA test.

CV (%) P value

Mixed 0.38

0.02VMI 40 keV 0.59
Iodine 0.50

Figure 8.10 shows an axial slice of Patient 7 with the GTVclin contoured by Clinician 1

on each of the three image sets as well as the reference GTVtreat contour. In this example,

the difference in volume between the GTVtreat and the GTVclin contours is easily apparent.

Figure 8.10: Mixed 120 kVp-equivalent of pancreas Patient 7 with the GTVtreat

in yellow and the GTVclin from the three different image sets (mixed in red, iodine-
enhanced in green and VMI at 40 keV in blue) from Clinician 1.
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8.4.2.3 Tumor edge sharpness and mean Hausdorff distance

The correlation between the clinician scored tumor edge sharpness and the HDmean be-

tween the GTVclin and GTVtreat was also investigated for the pancreas cases. Figure 8.11

shows the distribution of HDmean for each tumor edge sharpness score. Greater tumor

edge sharpness score corresponded to smaller HDmean (P<<.003).
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Figure 8.11: Mean Hausdorff Distance (HD) for each tumor edge sharpness score
from all four clinicians for all pancreas cases.

8.4.2.4 Intra-clinician

The same intra-clinician analysis was performed for the pancreas cases. The JC, DSC,

and HDmean was calculated using GTVclin contours from two image sets (Mixed - Iodine,

Mixed - VMI, and VMI - Iodine). Table 8.19 shows these intra-clinician results. Similarly
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to the liver cases, the GTV contours were equally reproducible regardless of image pair

(P>.13).

The variation in the JC, DSC, and HDmean from the Mixed - Iodine and Mixed -

VMI data is illustrated in Figure 8.12. Overall, the variation in these metrics across the

clinicians was much greater than the liver study as illustrated by the standard deviations

across the four clinicians. For pancreas Patient 2, there was low variability and relatively

high average values in all three metrics across the clinicians implying that the GTV was

easily identifiable. This is illustrated in the three image sets in Figure 8.13.
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Table 8.19: Jaccard coefficient (JC), Dice Similarity Coefficient (DSC), and mean
Hausdorff distance (HD) comparing the GTVclin from the mixed 120 kVp-equivalent
images to the VMIs at 40 keV (Mixed - VMI), to the iodine-enhanced images (Mixed -
Iodine), and the VMIs at 40 keV to the iodine-enhanced images (VMI - Iodine) for all
pancreas cases for each clinician.

Clinician Image Comparison Mean SD Min Median Max P value

JC

1

Mixed - Iodine 0.44 0.20 0.08 0.42 0.81

0.88Mixed - VMI 0.46 0.25 0.00 0.44 0.84
VMI - Iodine 0.42 0.22 0.00 0.47 0.75

2

Mixed - Iodine 0.43 0.24 0.05 0.51 0.84

0.13Mixed - VMI 0.49 0.21 0.06 0.48 0.80
VMI - Iodine 0.34 0.21 0.00 0.33 0.76

3

Mixed - Iodine 0.40 0.27 0.05 0.43 0.69

0.45Mixed - VMI 0.45 0.20 0.09 0.50 0.69
VMI - Iodine 0.28 0.23 0.01 0.28 0.62

4

Mixed - Iodine 0.39 0.22 0.00 0.48 0.70

0.32Mixed - VMI 0.40 0.21 0.00 0.39 0.82
VMI - Iodine 0.30 0.21 0.00 0.31 0.72

DSC

1

Mixed - Iodine 0.59 0.20 0.15 0.59 0.89

0.90Mixed - VMI 0.59 0.25 0.00 0.62 0.92
VMI - Iodine 0.56 0.26 0.00 0.64 0.86

2

Mixed - Iodine 0.56 0.26 0.10 0.67 0.91

0.13Mixed - VMI 0.63 0.20 0.11 0.65 0.89
VMI - Iodine 0.47 0.24 0.00 0.50 0.86

3

Mixed - Iodine 0.52 0.31 0.10 0.60 0.82

0.43Mixed - VMI 0.59 0.22 0.17 0.67 0.82
VMI - Iodine 0.40 0.28 0.03 0.44 0.77

4

Mixed - Iodine 0.53 0.25 0.00 0.65 0.82

0.32Mixed - VMI 0.54 0.23 0.00 0.56 0.90
VMI - Iodine 0.42 0.25 0.00 0.47 0.84

HDmean

1

Mixed - Iodine 4.68 2.28 1.69 4.85 10.18

0.66Mixed - VMI 5.52 6.27 0.92 4.98 28.87
VMI - Iodine 6.46 7.48 2.13 3.89 28.87

2

Mixed - Iodine 5.14 3.88 1.48 3.47 14.08

0.20Mixed - VMI 4.16 2.94 1.30 3.19 13.20
VMI - Iodine 6.59 5.04 1.75 5.17 21.93

3

Mixed - Iodine 5.13 3.77 1.42 4.37 10.47

0.32(mm) Mixed - VMI 4.00 2.59 2.03 3.03 9.81
VMI - Iodine 7.32 5.06 2.98 6.14 16.07

4

Mixed - Iodine 5.35 6.16 1.29 3.91 27.82

0.27Mixed - VMI 4.68 3.41 1.48 4.04 14.66
VMI - Iodine 7.68 6.75 1.53 5.57 24.32
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Figure 8.12: Mean and variation in Jaccard Coefficient (JC) (a), Dice Similarity
Coefficient (DSC) (b), and the mean Hausdorff Distance (HD) (c) for each pancreas
patient. These metrics were calculated comparing the Mixed - Iodine and Mixed - VMI
40 keV image sets.
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Overall, the reproducibility of the pancreas GTVclin contours across two image sets

was not as high as the liver cases. Out of the 18 pancreas cases, only 3 cases had mean

JC values greater than 0.50 and DSC values greater than 0.65 (Patient 9, Patient 14,

and Patient 17). There was only one specific pancreas case (Patient 12) that showed

statistically greater reproducibility in GTVclin contours from mixed 120 kVp-equivalent

images to iodine-enhanced images than to VMIs at 40 keV based on JC and DSC values

(P=.05). An axial slice of Patient 12 is shown in Figure 8.14 with the GTVclin contours

from all four clinicians. For all other cases, the reproducibility was the same regardless

of image type because no other pancreas case showed statistically significant differences

in JC, DSC, or HDmean.
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8.5 Discussion

Several groups have made efforts to study the advantages of DECT imaging in radiother-

apy to determine its clinical relevance, accuracy in delineating tumor from parenchyma,

and implementation in a clinical workflow [22, 96, 103, 129]. However, to our knowledge,

no prior work has analyzed the delineation reproducibility, accuracy, and variation of

entire liver and pancreas GTV contouring on TwinBeam DECT images. Chapters 4 and

5 of this thesis analyzed the GTV contrast and CNR from TwinBeam DECT images

and found that VMIs at 40 keV had higher GTV contrast and CNR of pancreas tumors

and higher GTV contrast of liver tumors but equal average CNR compared to mixed

120 kVp-equivalent images [96, 103]. The results of those studies provided the motivation

to investigate the effect the increased CNR and/or contrast has on the delineation of liver

tumors and the increase in CNR has on the delineation of pancreas tumors for radiation

therapy applications.

The liver contouring study showed that there was minimal variation in liver GTV con-

touring across the three image sets investigated; iodine-enhanced image, VMI at 40 keV,

and mixed 120 kVp-equivalent image. Therefore, on average the difference in GTV CNR

and/or contrast based on image type determined in Chapter 5 had no distinct effect on

GTV contouring. The qualitative component of the liver contouring study showed that

the inter-clinician agreement across the three image types for the 4 categories, tumor

conspicuity, tumor edge sharpness, contouring confidence, and overall image quality was

poor to slight. While the intra-clinician agreement was slight to moderate depending on

the clinician. Therefore, although there was a low agreement in the qualitative scoring,
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the GTV contours were still highly reproducible across image sets. Overall, this is because

the liver GTVs were not difficult to visualize. The lesions included were not small (mean

volume was 103 ml), which could have contributed to why the conspicuity scores were

insignificantly different across all image types. Overall, the tumors were easily visible

regardless of the image type.

For our pancreas contouring study, there was much more variation and less repeata-

bility compared to the liver study, but the variation and reproducibility were statistically

equal across the three image sets. Concluding that, although Chapter 4 found that on

average the GTV contrast and GTV CNR increased with the VMIs at 40 keV, the tu-

mors were still difficult to delineate. For the intra-clinician qualitative investigation of

the pancreas study, there was no statistical agreement in scoring. For the inter-clinician

qualitative investigation, there was more than one instance where the mixed 120 kVp-

equivalent image scored much higher than the iodine-enhanced and VMI at 40 keV.

One pancreas case where the overlap of the GTVclin contours with respect to the

GTVtreat substantially increased with the VMI at 40 keV was Patient 3. The GTV con-

trast, and CNR of this case also substantially increased with VMI at 40 keV compared to

the mixed 120 kVp-equivalent image (contrast: 25.5 HU vs 96.5 HU & CNR: 2.4 vs 4.5).

Table 8.20 lists the JC, DSC, HDmean, and volume averaged across all four clinicians for

each of the three image sets. The VMI at 40 keV showed the greatest JC, DSC and

smallest HDmean meaning that the GTVclin contours created on the VMIs at 40 keV more

closely matched the GTVtreat contour. For this case, the substantial increase in GTV

contrast and CNR from the low-energy VMI did correspond to more accurate GTVclin
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contours. The qualitative results of this same pancreas case are shown in Table 8.21.

The increase in tumor conspicuity also corresponded to greater qualitative scores of tu-

mor edge sharpness and contouring confidence. Axial slices from the three image sets for

pancreas Patient 3 with the GTVclin contours from each of the four clinicians are shown

in Figure 8.15.

Table 8.20: Jaccard Coefficient (JC), Dice Similarity Coefficient (DSC), mean Haus-
dorff Distance (HDmean), and volume averaged across all four clinicians for each of the
three image sets for pancreas Patient 3. The P values are the results from the ANOVA
test comparing the difference in the metric across the three image sets.

JC P DSC P HDmean (mm) P Volume (cc) P

Mixed 0.12

0.01

0.21

0.01

9.62

0.09

15.02

0.93Iodine 0.12 0.21 8.77 18.74
VMI 40 keV 0.28 0.43 5.58 16.04

Table 8.21: Qualitative scores of tumor conspicuity, tumor edge sharpness, contouring
confidence, and image quality averaged across all clinicians for pancreas Patient 3.

Conspicuity Tumor
Edge
Sharpness

Contouring
Confidence

Image
Quality

Mixed 3.25 2.67 2.67 4.00
Iodine 3.00 2.50 2.50 3.25
VMI 40 keV 3.25 2.75 3.25 3.50
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As previously mentioned, there have been studies that investigated the visualization

of pancreas and liver tumors using DECT. In one study including 40 hyper-vascular liver

tumors, low-energy images from dual-source DECT were more sensitive in detecting the

liver lesions based on values of CNR but the low-energy images also corresponded with

a decrease in subjective image quality [7]. Another group investigated the CNR of pan-

creatic adenocarcinomas using fast kVp-switching DECT and also found that low-energy

images correspond to greater CNR and overall detectability of these tumors [11]. Both of

these studies suggest that DECT can play a critical role in improving the delineation of

liver and pancreas lesions. In our study, we did not find a statistically favorable DECT

image set based on subjective scores including tumor conspicuity and image quality. One

reason for this null result was because the DECT images were not evaluated side-by-side

for direct comparison. This result was similar to a previous study investigating qual-

itative metrics of DECT images for pancreatic adenocarcinomas [73]. Overall, tumor

conspicuity depends on several factors that differ from clinician to clinician such as im-

age noise and perceived resolution. For example, if one clinician is more accustomed to

viewing low-noise diagnostic scans and hasn’t frequently used DECT images, they will

most likely score the image quality and tumor conspicuity lower than a clinician who

constantly works with high-noise DECT images.

However, two out of the four clinicians did score tumor conspicuity, tumor edge sharp-

ness, and contouring confidence greater on the VMIs at 40 keV than the mixed 120 kVp-

equivalent images for 5 specific liver cases and 3 specific pancreas cases. As a reminder,

the mixed 120 kVp-equivalent images served as a surrogate for conventional single-energy
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CT images. Therefore, the results of this study suggest that the benefit of low-energy

DECT images during GTV contouring can be evaluated on a patient-per-patient basis.

One might consider a limitation of this study to be the total number of patients

included. According to the literature, contouring studies included total cases ranging

from 2-100 [73, 123, 127, 130]. Although the total cases of this study is in the lower range,

an n=18 for pancreas and n=20 for liver was determined to be an adequate number of

cases for these studies. Statistical analysis was performed to determine the sample size

that would have achieved statistical significance based on the qualitative results of Tables

8.5 and 8.14. Based on this post-analysis, it would require an average of 185 liver patients

and 481 pancreas patients to achieve statistically significant results of the quantitative

data. Therefore, a slightly greater number of cases might have altered the average values

determined in this study, but it would not have affected the statistical significance of our

results.

This study attempted to assess the accuracy and variation of the GTVclin contours

by referencing them to the treatment GTVs, GTVtreat. Unfortunately, the GTVclin and

the GTVtreat contours were contoured under two different circumstances. The collected

diagnostic information provided to the clinicians in this study was extracted from each

patient’s diagnostic health records by searching for key words such as “diagnosis,” “re-

sectable,” and “lobe.” Due to the fact that records varied by patient and by attending

physician, the collected information was not the same for each patient and in some cases

was limited. This is unlike actual GTV delineation for radiotherapy as all of the possible

patient information is available during contouring, including the diagnostic MRI that is
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usually commented by the radiologist. The fact that the clinicians in this study did not

have complete access to the patient’s records, access to the MRI images, and was overall

in a slightly different mindset during contouring, caused some to completely miss the

tumor and possibly provide another source of inaccuracy. Therefore, future work further

analyzing the variation of the GTVclin contours based on image type can be done by

inter-comparing them using metrics other than volume such as center of mass or longest

axial and perpendicular tumor dimensions.

8.6 Conclusion

Overall, we did find that pancreas and liver GTV contouring was highly reproducible

regardless of type of DECT image set. Therefore, based on the results from this study,

and the results of Chapters 4 and 5, it may still be advantageous to use all available DECT

images when delineating pancreas and liver tumors for radiation treatment planning as

the benefits of DECT vary patient to patient and in no case were detrimental to the

accuracy and repeatability of tumor visualization.
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Chapter 9

Conclusions

9.1 Split-filter DECT spectra, dose allocation, and

the visualization of pancreas and liver tumors

The spectra achieved with the split-filter dual-energy CT (DECT) modality of TwinBeam

has been thoroughly investigated in this work. A benchmarked Monte-Carlo model was

created to determine point dose differences between TwinBeam and conventional single-

energy CT. The model was benchmarked based on HVL and profile measurements and

created equivalent photon spectra from split-filter DECT with a 120 kVp and 140 kVp.

Based on these models and the resulting equivalent spectra, the DECT spectral separa-

tion, effective energies, and dose allocation were quantified. It was concluded that the

spectral separation of split-filter DECT is about 40% lower than that of other DECT

modalities and that the majority of the dose deposited is from the low-energy portion of

the beam. This is the opposite for other DECT modalities on the market. Fortunately,
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this work also quantified the impact a 140 kVp initial photon spectra has on split-filter

DECT, and it was concluded that it may be beneficial to perform split-filter DECT with

a higher energy beam as the spectral-separation increased and dose allocation decreased

providing a more optimal split-filter system.

Although TwinBeam has an inferior spectral separation and higher dose allocation

compared to other DECT modalities, its images were still able to differentiate pancreas

and liver tumors based on GTV contrast, iodine uptake, and texture analysis features.

Dual energy post-processing, specifically from single-source split-filter DECT offers many

advantages over conventional single-energy CT in the evaluation of pancreatic and liver

cancers. The retrospective studies of this thesis work quantified the gain in gross target

volume (GTV) contrast and contrast-to-noise ratio (CNR) from split-filter DECT vir-

tual monoenergetic images (VMIs) compared to conventional SECT images. The results

provided valuable guidance in integrating TwinBeam images into radiation therapy work-

flow. It was demonstrated that the optimal VMIs of 40 keV outperformed conventional

SECT images in pancreas GTV CNR. For pancreas tumors, which are historically difficult

to differentiate with SECT, this increase in CNR may increase the ability to accurately

segment these tumors for radiation therapy treatment planning, leading to more effective

radiation therapy treatment. The visibility of liver GTVs were also investigated. Low-

energy VMIs demonstrated about 215% greater contrast than the virtual single-energy

CT images and for some cases the VMIs provided much greater CNR. This unfortunately,

wasn’t true for all tumors investigated, leading to a non-statistical difference on average.

These results paved the way for a texture analysis study that quantified the first order
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texture analysis features of pancreas and liver tumor and healthy tissue.

The texture analysis of pancreas and liver tumor and parenchyma was analyzed as a

function of VMI energy using TwinBeam DECT images. Two of the first order parameters

(kurtosis and skewness) did not change as a function of energy and are not well suited

for differentiating tumor versus tissue but has the potential to provide information for

tumor treatment response. On the other hand, mean CT number (MCTN) and standard

deviation (SD) increased for low-energy VMI, as expected based on the GTV contrast

results. The texture analysis results provided quantitative information to explain the

heterogeneity of some liver tumors.

The effective atomic number and relative electron density was determined within the

tumor and healthy tissue of the pancreas and liver using TwinBeam DECT images. There

was a statistical difference between the effective atomic number of pancreas GTVs and

healthy tissue ROIs. On the other hand, there was no statistical difference in effective

atomic number for the two regions in the liver. The opposite trend was apparent from

the relative electron density images. There was a statistical difference in the relative

electron density of the liver GTVs and healthy tissue ROIs but there was no difference

for the pancreas cases. These results provide insight on the differences in underlying soft

tissue and iodine uptake of the two anatomical regions and which of these two images

can provide additional information during tumor delineation.

The accuracy of iodine quantification from Syngo.via was determined from TwinBeam

iodine-enhanced images using 2D region of interests (ROIs) of a solid water phantom.

Based on these results, a methodology to accurately go from image value in 3D ROIs to
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iodine concentration in milligrams of iodine per milliliter was created using TwinBeam

DECT iodine-enhanced images and patient specific calibration curves. Iodine concentra-

tion was quantified in pancreas and liver tumors and analyzed as a function of tumor

visibility.

Two contouring studies were conducted and used to assess the subjective tumor visibil-

ity and image quality of TwinBeam DECT images. The quantitative metrics comparing

pancreas and liver GTVs from several clinicians across different TwinBeam DECT im-

ages were calculated. The inter- and intra-clinician agreement of tumor segmentation

was determined using the Jaccard coefficient (JC), Dice similarity coefficient (DSC), and

Hausdorff distance (HD). Based on the results, it was concluded that for some pancreas

and liver tumor cases, tumor conspicuity, edge sharpness, and GTV contouring confidence

were greatest for low-energy VMIs compared to mixed 120 kVp-equivalent and iodine-

enhanced images. The results of this study suggest that there is benefit of TwinBeam

low-energy VMIs during pancreas and liver GTV contouring for specific cases.

Overall, TwinBeam is a unique technology utilizing a split beam to almost simul-

taneously acquire the low- and high-energy data for DECT image reconstruction. The

major applications of this technology include dual-phase contrast imaging to improve

the visibility of pancreas and liver tumors using low-energy VMIs, quantify iodine up-

take using iodine-enhanced images, and provide texture analysis information to aid in

radiation therapy treatment planning. The cost of installing dual-energy CT, especially

dual-source scanners is currently significant, and may be prohibitive for some groups.

Fortunately, the split-filter single-source scanner of TwinBeam has considerably lower
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costs which may further motivate other radiation oncology clinics to invest in this DECT

modality for simulations prior to radiation treatment planning [131].

9.2 Future work

This thesis provides the groundwork for a handful of future studies as TwinBeam DECT

is still a relatively new technology with a lot of research opportunities. Much of the

work completed in this thesis was preliminary for future clinical studies investigating

whether TwinBeam can improve the accuracy of treatment and applicability of dose-

escalated radiation therapy of pancreas and liver tumors. Liver tumor cases treated

between June 2016 and August 2018 were included in this work regardless of diagnosis

and tumor characteristics. As the results of this thesis show, each tumor had distinct

enhancement properties, texture analysis results, contouring trends, and iodine uptake.

Future work with more liver cases of similar diagnostic and enhancement characteristics

may reveal information that was not apparent in these studies. The texture analysis

performed was solely with first-order parameters due to time constraints and software

limitations, therefore there is great motivation to investigate higher order texture analysis

parameters and more knowledge may provide additional aid to tumor delineation and

tumor treatment response. Syngo.via was used for the iodine quantification study and

has since released updates to its software that allow for direct iodine concentrations from

3D ROIs in iodine-enhanced images. Therefore, it is of high value to compare the software

update to the results of this work.



www.manaraa.com

224

The equivalent Monte Carlo source models can be used for future simulations inves-

tigating patient dose and other possible filter configurations. The 140 kVp + split filter

source model provided greater spectral separation and lower dose allocation, which should

convince the manufacturer to perform split-filter DECT with a 140 kVp. Such a manipu-

lation would allow for phantom studies to compare image quality and contrast differences

between 120 kVp and 140 kVp split-filter DECT.
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Katia Parodi, Guillaume Landry, and Frank Verhaegen. Dual-energy CT quantita-

tive imaging: a comparison study between twin-beam and dual-source ct scanners.

Medical Physics, 44(1):171–179, 2017.
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